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Abstract

Location-based advertising or application has been one of
the drivers of third-generation mobile operators’ marketing
efforts in the past few years. As a result, many studies on
location-based marketing or advertising have been
proposed  for rwecent several years. However, these
approaches have two common shortcomings. First, most of
them just suggested the theoretical architectures, which
were too abstract to apply it to the real-world cases. Second,
many of these approaches only consider service provider
(seller) rather than customers (buyers). Thus, the prior
appreaches fit to the automated sales or advertising rather
than the implementation of CRM. To mitigate these
{imitations, this study presents a novel advertisement
recommendation model for mobile users. We call our model
MAR-CF  (Mobile Advertisement Recommender wusing
Collaborative Filtering). Our proposed model is based on
traditional ~CF  algorithm, but we adopt the
multi-dimensional personalization model to conventional
CF for enabling location-based adverfising for mobile
users. Thus, MAR-CF is designed to make recommendation
results for mobile users by considering location, time, and
needs type. To validate the usefulness of our
recommendation model, we collect the real-world data for
mobile advertisements, and perform an empirical validation.
Experimental results show that MAR-CF generates more
accurate prediction results than other comparative models.
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Introduction

Mobile devices such as phones, PDAs, GPS receivers, and
other small devices are everywhere, and their use has begun

to impact how individuals manage their increasingly
fast-paced lives. For mobile service operators, this trend
can be great market opportunities. As a result, many
companies are being interested in marketing and sales using
mobile devices. In particular, location-based advertising or
application has been one of the drivers of third-generation
(3G) mobile operators’ marketing efforts in the past few
years (UMTS Forum, 2000).

However, the prior approaches for location-based marketing
or advertising in both academic and practical areas are quite
disappointing (Brunato & Battiti, 2002; Tewari et al., 2002;
Yuan & Tsao, 2003; Pousman et al., 2004; Kim et al., 2005;
Kwon et al., 2005). The most critical limitations of these
approaches can be summarized into two facts. One is that
most of their approaches were not practically useful
methodology, but just suggestion of the theoretical
architecture. And, the other is that many of their approaches
only consider service provider (seller) rather than custormers
{(buyers). Thus, the prior approaches seem to be automated
sales or advertising rather than implementations of CRM.
To overcome these limitations, this study presents a novel
recommendation model for mobile users. Our model is
based on collaborative filtering (CF) — the most frequently
used recommendation scheme, but it produces
recommendation results using the location information of
users. However, we modify the concept of the conventional
CF in order to apply it to location-based advertising for
mobile users. To do this, we adopt the multi-dimensional
personalization model, which is proposed by Schilke et al.
(2004). This model proposes three dimensions to be
considered for personalization of mobile users — location,
time, and interest — as shown in Figure 1.

Among these dimensions, location and time are easily
defined operationally because these dimensions have
commonly applied basis such as administrative territory,
hours, minutes, and so on. In addition, the location as well
as the time of usage of the mobile phone users can be
technically traced. The mobile phones in service always
communicate the base stations of mobile service providers,
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50 the service providers can acknowledge when and where
their users are using their mobile phones. As a result, in the
case of ‘location’ and ‘time’, it is easy to use the
information for generating recommendation result.
However, it is never easy to inject the notion of ‘interest’
into a recommendation model. Generally, interests of users
are different from each other, so it is very hard to define or
classify ‘interest’ in the concrete form. Moreover, it i3
difficult to get the information on the user’s interests.
Because the types of interests are very diverse, it is hard to
make inquiries about interests of users. Thus, we simplify
the types of imterests by adopting the concept of user’s
needs type — hedonic, utilitarian, or neutral — from
marketing literatures (Hirschman & Holbrook, 1982; Babin,
et al., 2000; Chandon et al., 2000). As a result, our study
proposes a novel CF algorithm that is designed to make
recommendation resuits for mobile users by considering
location, time, and needs type. To validate the usefulness of
our recommendation model, we collect the real-world data
for mobile advertiscments, and perform an empirical
validation.

Location

interest: Watching movies

Theater

Restaurant

School

18:30 19:16  19:50 Time

Figure 1 - Three dimensions of mobile personalization

Collaborative Filtering and User’s Needs Type

As mentioned in the previous section, our study presents
CF recommendation model that considers mobile users’
location, time, and needs type. Thus, in this section, we
briefly review the theoretical backgrounds of two core
components in our recommendation model — collaborative
filtering and user’s needs type.

Collaborative Filtering as a Recommendation Method

The task of collaborative filtering is to predict the
preference of an active user for a target item based on user
preference. There are two general classes of collaborative
filtering algorithms: the memory-based and the
model-based approach. The memory-based CF approach
repeatedly scans the preference database (user-item matrix)

to locate the peer groups for an active user. A prediction is
then computed by weighting the votes of users in the peer
groups. The people in the peer groups are identified based
on their similarity or nearness in tastes to the active user.
Consequently, this method is equivalently called the
correlation-based or nearest-neighbor collaborative filtering
method.

The modei-based CF approach infers a user model from the
database of rating histories. The user model is then
consulted for predictions. This approach produces
predictions in a shorter time in comparison to the
memory-based approach. However, it generally requires
more time to train the dataset. Moreover, it is not suitable
for environments in which user preference models must be
updated rapidly or frequently (Schafer et al., 2001). Thus,
in this paper, we will focus on the memory-based CF
algorithm and how to improve it.

In general, the memory-based CF algorithm recommends
items to an active user according to the following steps:

Stepl. Similarity calculation

Similarity between an active user and his/her neighbor is
computed using Pearson correlation coefficient, which is
defined in the Equation (1).

Z(ra,i —7,) (’;471’ .
S — i
Jz(n,i—af : \/Z(r,,,i -7

where §,, is the similarity between the active user a and
each of the other users (1) who have the co-rated items with
the active user a, 1 is the index of each item that both user a
and user u have rated, r,; is the rating of user a for item i,

(1)

r,; is the rating of user u for item i, Fa is the average

rating of user @, and 7, is the average rating of user .

Step2. Neighbor selection

In this step, » neighbors who have the highest similarity
with the active user are selected. The similarities between
the active user and other users calculated in step 1 are used
as a criterion for selecting nearest neighbors.

Step3. Prediction

In step 3, the system computes a prediction for the active
user’s unanswered rating from a combination of the
selected neighbors’ ratings. The predicted numerical rating

of the active user a for a target item x (fa’x) can be
calculated by Equation (2).

Z (rv,x - ;‘;1) : Sa,v
— ;‘.ﬂ + veN (2)
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where 7, is the average rating of user a, v is the index of

each nearest neighbor, N is the set of the nearest neighbors
foruser a, 7, . is the rating of the user v for item x, fv is
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the average rating of user v, and Sa , is the similarity

between the active user ¢ and user v.

The most important advantage of memory-based CF is that
it doesn’t require any effort for characterizing items, and it
can provide serendipitous recommendations because it is
1ot based on contents of items. In addition, it is suitable for
the environments that require up-to-date recommendation
results because its database is continually updated.

User’s Needs Type

Needs are defined as requirements for something essential
or desirable that is lacking. That is, needs are the most
fundamental factors and the starting point of the process
generating behavioral outcomes. Thus, understanding a
user’s needs at the point of usage is so important to
facilitate his/her satisfaction. Some prior studies in
marketing literature have identified numerous kinds of
needs which influence the process to stimulate people’s
behavior, however, it is usual to classify needs into two
types: utilitarian and hedonic (Maclnnis & Jaworski, 1989).
Utilitarian needs are defined as requirements for products
that remove or avoid problems, while hedonic needs are
requirements for products that provide social or aesthetic
utility. For example, a user who uses a virtual community
for obtaining useful information has utilitarian needs, but
he/she has hedonic needs when he uses it for social
relationship or amusement. The needs type is known to be
stimulated by the advertised message (cue), thus advertisers
may use utilitarian or hedonic appeals to stimulate
consumers’ utilitarian or hedonic.

Research Model

Our recommendation model is basically based on
collaborative filtering (CF) algorithm. In general, CF works
by building user-item matrix, which contains all the
information about the satisfaction levels of users for target
items. However, CF in our study should consider other
additional information — location, time, and user’s needs
type. Consequently, we define a novel user-item matrix for
our CF recommendation model. Figure 2 shows the
difference between conventional user-item matrix and our
new scheme,

As shown in Figure 2(a), conventional user-item matrix
only contains information on user, item, and corresponding
satisfaction level. However, our new scheme should contain

Jhus, we modify the traditional user-item matrix as
presented in Figure 2(b). For the information on location,
wi adopt it as a higher dimension of items because items of
our study would be commercial spots located in a specific
arca (location). Thus, when applying this model to actaal
recommendation, it is easy to filter items on the basis of
location. In the case of time, we specify it into two factors —
visiting day and visiting time. In general, the spots we visit
become different according to the day of visit {e.g. weekday

additional information — location, time and needs type.

or weekend) and the time frame of visit {¢.g. moming,
lunch time, afternoon, or dinner time). As a result, we
design our recommendation mode!l to consider both the day
and the time of visit independently. Also, we include needs
type as one of the additional information that affects user’s
satisfaction level.

Item
-~ ——
L0 T Nt A
I
u1 5 6 2
[luz| 3 | 4 6
User< i
)
| | Um 4 6 8
A

Satisfaction Level
(Ratings)

(a) Conventional scheme of user-item matrix

t1 | ..]w]..]x|} Location
nlez|.iml.|m|lFitem
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U2
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| | up
Location {Area) k
Um It
\ em g

Needs  Visiting Visiting  Satisfaction
type day time level

- g 7
Needs Type Time Satisfaction
Level

(b) New scheme of user-item matrix in our study

Figure 2 - Differences between the schemes of conventional
CF and the proposed model

Figure 3 represents the overall process of our proposed
recommendation model. For convenience, we call our
recommendation model MAR-CF (Mobile Advertisement
Recommender model using Collaborative Filtering)
hereafter. As shown in Figure 3, the procedure of MAR-CF
consists of three steps. The detail explanation for each step
is presented as follows:

Step 1. Filtering

In step 1, the information about the target user is inputted
into MAR-CF system. This information includes the
identification of the target user, his or her location (visiting
area), current time, and user’s current needs type. The
information on the user’s current needs type is collected by
directly inquiring the user, however, other information can
be obtained automatically.
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Interface

CF (Collaborative Filtering)-based Recommender System

Figure 3 - System architecture of MAR-CF recommender system

After collecting required information on the target user,
MAR-CF searches for candidate items for recommendation.
At this time, it filters items in the areas that are located in
the areas far from the target user’s current position. By
doing this, MAR-CF system can reduce the search space
dramatically, and it can improve efficiency of
recommendation process.

Step 2. CF

After step 1, CF is performed for finding similar neighbors
to the target user, and calculating the expected satisfaction
level for the items that are inexperienced by the target user.
In the conventional CF, the similarity between the users is
calculated by using Pearson correlation of the satisfaction
levels (ratings) between the users as presented in Equation
(1). And then, the expected satisfaction levels for the items
of the target user are calculated by applying Equation (2).
However, in our MAR-CF model, other additional
information like time, needs type should also be considered
when calculating similarity and the expected satisfaction
level. Thus, MAR-CF system uses ‘adjusted Pearson
correlation’ when calculating similarity between users. It
can be expressed as an equation form like following
Equation (3).

S =8 xw (3)

a,u au a,u
* - - .
where §,, is the adjusted Pearson correlation between

the active user a and each of the other users (u),
S,,(—1<§,,<1) is Pearson correlation of users’

ratings presented in Equation (1), and w, , (0<w,, <1)

is the similarity of time (visiting day and visiting time) and
corresponding needs type between user a’s current status
and the user ’s inputted status.

By using this equation, the similarity between users can be
more rtefined by considering multi-dimensional factors
including time, needs type, and the pattern of satisfaction
levels. As a result, more sophisticated recommendation
results may be generated for mobile users.

Step 3. User Interface

In the last step, the optimal recommendation results
produced by MAR-CF are provided to the target user. The
results can be transferred by using SMS or MMS. If the
system uses MMS, it may include more detail information
for the recommended spot such as simple map, photos, and
long messages, although SMS can only send 80
alphabetical characters.

Experiments and Results
Experimental Design

In order to validate the usefulness of our MAR-CF model,
we apply ‘empirical validation’ that is based on real-world
data. Although our proposed model is based on CF, we
cannot use public datasets for CF such as MovieLens, or
EachMovie because our model is sophisticated on mobile
advertising using additional information on location, time,
and user’s needs type. Consequently, we build a Web-based
system for collecting appropriate data from mobile users.
This data collection system contains the places for shopping,
eating, drinking, emjoying, and learning in five major
commercial zones of Seoul, Korea. The system totally
contains the information on 275 places in Chongro,
Daehakro, Shinchon/Ewha Univ.,, Kangnam Station, and
Myungdong areas. And, it is designed to collect data for
these spots from actual mobile phone users.

To simplify the input process, we discritize the candidate
values of input variables as presented in Table 1. As shown
in Table 1, we assign the numeric code in an interval scale
to each candidate value of the most input variables (visiting
time, needs type, and ratings). Consequently, it is possible
to apply simple numeric operations for the inputted values.
In order to collect the experimental dataset, we operate the
data collection system from April to May in 2006. As a
result, we collect 9980 ratings from 265 respondents in
three universities in Korea. Among them, we eliminate
some cases that are seemed to be distorted, and finally
select 208 respondents and their ratings for 175 items as an
experimental dataset.
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Table 1 - Candidate values for each input variable
Dimension Variable Code Candidate values
Time Visiting 1 Weekday (Mon.-Fri.)
by 2 Weekend (Sat./Sun)
Visiting 1 Moming /
time AMO8&:00 - AM11:00
2 Lunch/
AM11:00 - PMO02:00
3 Afternoon /
PM02:00 — PM05:00
4 Dinner /
PM05:00 —- PMO08:00
5 Night /
PMO08:00 - PM11:00
Hedonic
Neutral
Utilitarian
Very dissatisfied
Dissatisfied
Somewhat dissatisfied
Neutral
Somewhat satisfied
Satisfied
Very satisfied

Needs type  Needs
type

Satisfaction
level

Ratings

IO W R N e 0 DD e

in order to apply our model to this real-world dataset, we
should first determine how to measure in Equation (3). As
explained, our collected dataset has the numeric values for
visiting day, visiting time and needs types, which are
measured in interval scale. Using this property, we define
as following equations.

W W + g
Wy, =t @
la,u 3

. vday
where W, »

means the similarity between the active user
a and each of the other users (u) from the viewpoint of

.. viime
‘visiting day’, w

., means the similarity between the

active user g and each of the other users (i) from the
. . e e ., d
viewpoint of ‘visiting time’, and W:e: means the

similarity between the active user @ and each of the other
users (u) from the viewpoint of ‘needs type’.

in above equation, W;ify , W:i‘me and ijd can be
calculated by using Equation (5).
X x o X
W :MAX — MIN" —diff ],
o MAX " — MIN®

X L .
where w, ~ means the similarity between the active user

&)

o and each of the other users (¥) from the viewpoint of
variable X, MAX ™ means the maximum possible value

of the mumeric code for variable X, MIN® means the
minimum possible value of the numeric code for variable X,

and diff;" means the difference of the numeric code for

variable X between the active user ¢ and each of the other
users (u).

In Equation (5), the value of wtfu becomes the maximum
value (i.e. 1) when diffa)’i becomes 0. In contrast, it

becomes the minimum value (ie. 0) when dlffa’\;

becomes the maximum (ie. MAX*-MINY). In order to
combine these functions into conventional CF algorithm,
we develop our own private experimental software. This
software is implemented using Microsoft Excel 2003 and
its VBA (Visual Basic for Applications). In addition, in
order to overcome the scarcity of the items, we use
‘Allbutl’, which means that the test set for each test user
contains a single randomly selected rating and the observed
set (i.e. training set) contains the rest of the ratings.

In addition, to test the effectiveness of MAR-CF model, we
also apply three different types of CF models to the same
dataset. The first type is the conventional approach of CF.
This model is designed to ignore all the information except
for on user, item and corresponding ratings. Thus, this
model generates recommendation results only considering
the pattern of ratings.

The second type is the filtering approach for each variable —
visiting day, visiting time, and needs type. In this approach,
the recommender model only considers neighbors who have
same value for each situational factor (i.e. visiting day,
visiting time, or needs type} when calculating similarities
between users. Because it does not consider other users that
have different values for situational factors at all, the
efficiency of the model can be improved. However, this
type of recommender models may suffer from the problem
of information loss.

The third type is the combination approach of two variables.
As presented in Equation (4), our proposed model
compromises the values of all the situational factors with
equal importance. However, in this type of comparative
models only compromises two factors of total situational
factors with equal importance (i.¢.0.5). As a result, there are
three sub-comparative models in this type: (1) combination
of ‘visiting day’ and ‘visiting time’, (2) combination of
‘visiting day’ and ‘needs type’, and (3) combination of
‘visiting time’ and ‘needs type’.

Experimental Resuits

In this study, we set the average MAE (mean absolute error)
as the criterion for evaluating performances of the
comparative models. The MAE is frequently used in CF
literature, and represents the difference between the
predicted and actual rating of users (Breese et al., 1998;
Sarwar et al.,, 1998; Goldberg et al., 2001). Average MAE
can be defined as Equation (6).

Avg. MAE = {i(:] Pei =] /nj} /N (6)

where N is the number of users in test dataset T, » is the
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number of items in test dataset T, p, . is the predicted

ratings of user k for the item ¢, and @, ; is the actual

ratings of user & for the item i.

Table 2 presents overall results of the comparative models
and our proposed model. As shown in the table, our
proposed model, MAR-CF, shows the minimal average
MAE among the comparative models. Thus, we may
conclude that our model generates the most accurate
prediction results in the recommendation for mobile users.
In addition, we can find that the comparative models that
apply filtering approach shows very unsatisfactory
prediction accuracy. The reason of this phenomenon seems
to be information loss due to filtering. We suspect that this
may hinder the models from finding generalized patterns of
various neighbors

Table 2 - The results of the experimental models

Variables  Average S.D.

Type I;f:if that are . of of
considered MAE MAE
Conv. _ PureCF.___ None 09282 02811
Filter- FD-CF VD 0.9394 0.2832
ing FI-CF VT 0.9748 0.2719
FN-CF NT 0.9404 0.2824
Combi- CDT-CF VD, VT 09271 0.2824
Nation CDN-CF~  VD,NT 09270 0.2823
CTN-CF VT, NT 09275 0.2808

Proposed = VD, VT,

mode) | MAR-CF NT 0.9268 0.2817

.* VD: Visiting Day, VT: Visiting Time, NT: Needs Type
" Models that show the best performance per each type

To examine whether the differences of predictive accuracy
between the proposed model and other comparative
algorithms are statistically significant or not, we apply the
t-test for paired samples. This test is usually applied when
the two sets of values are from the same sample, such as in
a pre-test/post-test situation. It is sometimes called the t-test
for correlated samples or dependent samples (Green et al,,
2000). Table 3 shows the result for the paired-samples t-test.
As shown in Table 3, MAR-CF outperforms PureCF at the
5% statistical significance level, and FD-CF at the 1%
statistical significance level. However, it does mnot
outperform CDN-CF with statistical significance.

Table 3 - The results of the experimental models

FD-CF__ CDN-CF__ MAR-CF
PureCF 3693 0.963 1.682 "
FD-CF 3.997" 4107
CDN-CF 0.315

Concluding Remarks

In this study, we propose a novel CF algorithm for mobile
advertisement recommendation. MAR-CF, our proposed

model, is designed to perform CF with consideration of the
important dimensions for the personalization of mobile
users — location, time and user’s needs type (interest). To
validate the usefulness of MAR-CF, we collect primary data
from actual users in real-world, and conduct an experiment
for empirical validation. Experimental results show that
MAR-CF outpérforms conventional CF algorithm as well
as other comparative models.

In reality, MAR-CF can be implemented under the system
architecture presented in Figure 4. In addition, Figure 5
presents the sample scenario of the real-world application
of MAR-CF. As presented in these figures, our proposed
model can be applied by mobile service operators as a new
business model, which is based on ‘mobile advertising’ and
‘permission marketing’.

Sponsor | Advertiser

<1 /Promotion
. Info
Location info.
/ Device 10, \ Ad./Promotion
Input Agent
Location info. Positioning
a / Device ID Gateway Locatign, Time info. Ad./Promotion
/ / Qevice ID Info
=
i
% // Recommended
Recommended d. / Promotion
Ad. / Promolion .
Base Stations
R
OCOMMer
SMSMMS Ad. / Promd
Gateway Internet

Figure 4 - Architecture of a real-world MAR-CF system

However, our study also has limitations. First of ali, the
problem of data scarcity should be resolved. Although we
proceed with the data collection on the Web for about a
month, the collected dataset still have insufficient ratings.
This may cause so-called ‘sparsity problem’, which means
the problem of low-quality recommendations when the
system has a few ratings of users, since the users’ patterns
for measuring the similarity between users become unclear.
Consequently, the efforts to mitigate the sparsity problem
should be made in the future research.

Second, the relative importance (i.e. importance weights) of
each situational variable (visiting day, visiting time, and
needs type) should be refined. Currently, our proposed
model just uses equal weight for these variables assuming
that these components are equally important. However, this
basic assumption is very unrealistic. Thus, the methods to
differentiate the importance weight of each situational
variable should be researched.

Third, our proposed system is designed to directly ask
user’s current needs type, however it may cause
mconvenience since users should answer the question to get
recommendation results. Thus, future research should focus
on efforts to predict the current needs of users from mplicit
data like mobile logs. The recent studies on the
context-awareness in an online environment are expected to
contribute to this future research direction.

Finally, the usefulness of MAR-CF should be validated in
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practice. The validation process in ouwr study is quite
restricted because our meodel is not validated in the
real-world mobile situation, although the experimental
validation is performed using the date collected from

June June
[} Would you Purpose?
I} check the 1. To enjoy
personalized 2.To do
1} local AD for valuable -
free? something

[} 1. Yes, please
i} 2. No, thanks

Get the permission Inquiry needs type

real-world users. Thus, in the future, the applicability of
MAR-CF should be validated practically by a real-world
mobile service provider.

June

Outback
Steakhouse
(777-2222)

10% discount
coupon
(available until

Show the recom. results Show the recom. results
(SMS) (MMS)

Figure 5 - Sample usage of a real-world MAR-CF system
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