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Abstract

Customer retention is a common concern for many
industries and a critical issue for the survival in today’s
greatly compressed marketplace. Current customer retention
models only focus on detection of potential defectors based
on the likelihood of defection by using demographic and
customer profile information. In this paper, we propose a
dynamic procedure for defection detection and prevention
using past and current customer behavior by utilizing SOM
and Markov chain. The basic idea originates from the
observation that a customer has a tendency to change his
behavior (i.e. trim-out his usage volumes) before his
eventual withdrawal. This gradual pulling out process offers
the company the opportunity to detect the defection signals.
With this approach, we have two significant benefits
compared with existing defection detection studies. First,
our procedure can predict when the potential defectors could
withdraw and this feature helps to give marketing managers
ample lead-time for preparing defection prevention plans.
The second benefit is that our approach can provide a
procedure for not only defection detection but also defection
prevention, which could suggest the desirable behavior state
for the next period so as to lower the likelihood of defection.
We applied our dynamic procedure for defection detection
and prevention to the online gaming industry. Our suggested
procedure could predict potential defectors without
deterioration of prediction accuracy compared to that of the
MLP neural network and DT.
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1. Introduction

Customer retention is a common concern for many
industries and a critical issue for the success or bottom-line
survival in today’s greatly compressed marketplace (Wei, &
Chiu, 2002). The longer a customer stays with a company
the more profit a customer generates. This is the outcome of
a number of factors such as the higher initial costs of
attracting new customers, the increase in the number of
purchases, the customer’s better understanding of the
company, and positive word-of-mouth (Trubik, & Smith,
2000).

Many studies (Datta et al., 2000; Mozer et al., 2000; Ng, &
Liu, 2000; Raghavan et al., 2000; Smith et al., 2000; Weli, &
Chiu, 2002) have been conducted for customer retention to
demonstrate the potential of data mining through
experiments and case studies. Especially in the service
industry such as telecommunications and Internet service
companies, there exist enormous customer behavior data for
the purpose of billing. These behavior data provide a good
opportunity to predict future customer behavior (Datta et al,,
2000; Mozer et al., 2000; Ng, & Liu, 2000; Raghavan et al.,
2000; Song et al., 2001) Here, the term ‘customer behavior’
means action-oriented activities like calling, visiting
websites, and making purchases.

This paper aims to develop a procedure for defection
detection and prevention using past and current customer
behavior by integrating SOM and a Markov chain. The basic
idea originates from the observation that a customer has a
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tendency to change his behavior (i.e. trim-out his usage
volumes) before his eventual withdrawal. This gradual
pulling out process offers the company the opportunity to
detect the signals of defection.

With this approach, we have significant benefits compared
with existing defection detection studies based on the data
mining techniques. First of all, we can compose a
dynamic defection detection procedure. Because existing
defection detection models only focus on who the potential
defectors are, they cannot predict when the potential
defectors would withdraw. But our defection detection
procedure can predict the lead-time for eventual defection by
the dynamic feature. This feature helps to give a marketing
manager ample lead-time for preparing defection prevention
plans. The second benefit is that our approach can provide a
procedure for not only defection detection but also defection
prevention which recommends the desirable behavior state
for the next period so as to lower the likelihood of defection.

However, building a dynamic procedure for defection
detection is not easy because multi-features of customer
behavior are related to customer defection in a highly
nonlinear way. To overcome this difficulty, we define the
possible behavior states for a specific domain using SOM,
and then use this state representation in monitoring shifts of
customer behavior. Based on these data on the flow of
customers among all these states, we adopted a Markov
chain to predict potential defectors and lead-time for
eventual defection. Then, we set up an automated defection
prevention procedure which assists building campaigns. We
applied our defection detection and prevention procedure to
the online gaming industry, because the histories of its
customer behavior are the most prominent predicator for
future defection.

We begin by reviewing the previous studies on defection
detection in section 2. The concept of SOM and a Markov
chain which are prerequisites for our research is summarized
in section 3. The domain for the case study is briefly
introduced in section 4. In section 5, our suggested
procedure is explained step by step. Some experiments are
provided to evaluate our procedure in sections 6. In section 7,
finally we summarize our contributions and outline areas for

further research issues.

2. Existing studies in defection detection using
data mining techniques

Many studies (Datta et al., 2000; Mozer et al,, 2000; Ng, &
Liu, 2000; Raghavan et al., 2000; Smith et al., 2000) have
been conducted to detect potential defectors using data
mining techniques. Most of their prediction models for
defection are developed with a logit regression, a decision
tree and a neural network using demographic and customer
profile information.

In particular in the service industry such as
telecommunications and Internet services providing
companies, customer behavior data are mainly used to gauge
and predict the likelihood of defection (Datta et al., 2000;

Mozer et al., 2000; Ng, & Liu, 2000; Raghavan et al.,, 2000).
Raghavan et al. (2000) developed a prediction model for
customer defection in which they used each user’s online
activity patterns as independent features and assessed the
goodness-of-fit of their model in an Internet service provider
(ISP). Ng and Liu (2000) proposed a solution that integrates
various techniques of data mining to form an intuitive and
novel approach to gauging customer loyalty and predicting
their likelihood of defection. Their studies conclude that
behavioral features can capture intangible value more
effectively than gross demographic variables, which are
traditionally used to predict defection.

However, these studies only focused on providing the
likelihood of defection. The marketing manager needs not
only the likelihood of defection but also the lead-time to
conduct a defection prevention campaign effectively before
eventual defection. But, we have not yet found such a study
in the field of customer retention, capable of handling a
dynamic procedure for defection detection and prevention.

3. Background

3.1 SOM

SOM is able to map structured and high-dimensional data
onto a much lower-dimensional array of neurons in an
orderly fashion. This mapping tends to preserve the
topological relationships of the input data. Topological
preserving means that the data points lying near each other
in the input space will be mapped onto nearby map units.
Due to this property, SOM is able to cluster input data and
their relationships on the map. SOM facilitates the
understanding of processes so that several variables and their
interactions may be inspected simultaneously (Alhoniemi et
al., 1999; Simula et al., 1999). We adopt SOM to determine
every possible behavior state for a specific domain.

3.2 Markov Chain

A Markov chain, which is one special type of discrete-time
stochastic process, can be used to predict the evolution of
customer states (Ha et al., 2002).

A Markov chain has
assumptions:

the following properties and

@ The probability distribution of the state { at time
1+ only depends on the state at time 7.

@ Forallstates i and j, p(x - i, =i) 18
independent of time 7 . These two assumptions can
be specified by the conditional probabilities for a

Markov chain:

r+l

P (X,.|=lez=i v X =LK ,X|=i|,.\’o=io)
=P (X:ol=J.lX4=i )= Py

Jor all swares ig, i K i _.,i ) (8)]

We adopted an absorbing Markov chain in which some of
the states are absorbing states and the rest are transient ones.
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An absorbing state has a special transition probability,
p, =1 (Winston, 1994). For example, once a customer is in

a defector state at time ¢ (i.e. current period), he/she cannot
be in non-defector states at time f+/(i.e. next period) or
afterwards. Our research question to detect potential
defectors can be summarized as follows based on this
absorbing Markov chain: How much time does the customer
stay in given transient states before absorption (i.e.
defection) take place?

4. Domain

The dataset for the case study is prepared from an online
game company in Korea. We sampled 255 customers and
collected totally 114,736 transactions for those customers
from various sources such as web log data and the
transaction database. The collected input data for defection
prediction contain the total session length for a week, the
total number of sessions for a week, the total number of
access errors caused by congestion, and the average length
per session. Customer profiles were maintained for the four
input features during four consecutive weeks for each
customer with an actual defection indicator. We defined a
defector as the customer who has no session time for one
month, because there is no voluntary sign of withdrawal in
this Internet game site.

5.Proposed procedure

5.1 Overall procedure

The key idea of our proposed procedure for defection
detection is adopted from the work on monitoring the
evolution of customer behavior states over time. To monitor
the customer behavior states, a representation scheme
describing the state of an individual customer has to be
developed based on individual customer behavior data. The
SOM model is adopted to determine the states of customer
behavior because it facilitates understanding of complex
customer behavior, so that several variables and their
interactions can be inspected simultaneously even when
non-linear dependencies between customer behavior
variables exist (Alhoniemi et al., 1999; Simula et al., 1999).

Based on this state representation, a Markov chain is applied
to provide probabilities of state shift and predict the elapsed
time to eventual defection. We present the overall procedure
of our dynamic defection detection and prevention as shown
in Figure 1.

Determining the Behavior States
- coliecting behavior data & pre-processing
- determining the behavior states through SOM training

. .

Making an Absorbing Markov chain
- caiculating the transition probability matrix
using a Markov chain
- caiculating the elapsed time to an absorbing state

- =

Preventing Defection
- detecting potential defector segments
- taking a marketing strategy to prevent defection

Figure [ - Overall procedure for dynamic defection
detection and prevention

5.2 Step 1: Determining the behavior states

5.2.1 Collecting behavior data and pre-processing

First of all, features which can affect defection are selected
based on the prior knowledge of domain experts, and the
values of features are collected over the multi-periods from
web log files and databases. After collecting behavior data,
data preparation such as session identification, user
identification, normalization and feature selection is needed
to build behavioral profiles (Almuallim, & Dietterich, 1994,
Chakraborty G. et al,, 2000; Cooley et al., 1999; Hall, &
Smith, 1998; Kira & Rendell, 1992). In our online game
domain, the total session time during a week, the total
number of successful sessions during a week, the total
number of access errors caused by congestion during a
session time, and the average session time are selected by
the marketing manager. Table 1 provides behavior data on
five customers. In this table, customer ‘AVAL’ spent 1343
minutes playing the game during a week with 23 times of
successful access, and he/she met 9 access errors four weeks
earlier. After that, he/she trimmed out his/her usage volume
and used only 19 minutes for one week just before his/her
final defection.

Table 1 - Sample behavior profile

Customer ID | Week | Session Time # of normal - #oferror .- Averag_e session Actuz.ll
accesses accesses - time - Defection
AVAL t-1 19 3 0 6.33 Defected
t-2 39 3 0 13.00 Non-defected
t-3 147 5 1 29.40 Non-defected
t-4 1343 23 9 58.39 Non-defected
DANNYKIM t-1 433 18 13 24.06 Defected
t-2 2496 15 24 166.40 Non-defected
t-3 8217 29 32 283.34 Non-defected
t-4 3404 25 24 136.16 Non-defected
MIQ93S t-1 6457 38 10 169.92 Non-defected
t-2 5948 41 50 145.07 Non-defected
t-3 2462 25 21 98.48 Non-defected
t-4 5979 54 -143-| 36 110.72 Non-defected




5.2.2 Determining the behavior states through SOM
training

Based on the selected input features, all the possible states of
customer behavior are determined. In our domain, four
behavior features in a past unit period for a certain user

consist of an input vector for SOM like the record in Table 1.

Figure 2 illustrates the possible behavior states which are the
results of SOM leamning. To interpret each state on the map,
a decision tree analysis (C5.0) is additionally conducted. All
the four behavior features in Table 1 are regarded as
independent variables, and the behavior states that have been
assigned as a result of SOM learning are considered as a
target class in the decision tree analysis. For example, state
C30 can be interpreted as a heavy usage state because its
session length is between 0.695 and 0.814. On the contrary,
state CO4 can be named as a light usage state.

&t cu M CA s’: ?’C!

¢ I ¥ BN

FRp

Figure 2 - Behavior states and their interpretations

5.3 Step 2: Making an absorbing Markov chain

To make an absorbing Markov chain, we have two
assumptions. First, we assume that customer behavior states
have the Markovian property. It implies that given the
present state of the customer, the future probabilistic
behavior of the customer is independent of its past history
and only depends on the current state. This is because the
customer’s current state information most impacts the
decision of the customer’s next behavior. Second, we
assume that all the customers can be potential defectors
because they eventually leave the company some time or
other if they are not continuously satisfied with the
company’s service in today’s greatly compressed online
gaming industry.

To make a transition probability matrix, we used the states
of all the customers for four periods (i.e. four weeks). We
rearranged four pairs of transition data for each customer
such as all of the transition data from t-4 week to t-3 week,
from t-3 week to t-2 week, from t-2 week to t-1 week, and
from t-1 week to t week (i.e. an absorbing state). See Figure

3. And then we calculated a transition probability from one
week to another week for each state.

Customer ID t week t+1 week
Coc4 C13
&0l 4] al2 04
Cc0o4 04
CC4 def
cz1 Ccac
- i}
DANNYKIM c3C c3
c32 ca3
Co3 def
Ci13 CD4
7| A =x| co4 co4
Cco4 Cco4a
Ccoa det

Figure 3 — The sample transition data for each customer

In our online game domain, a transition probability matrix is
calculated as shown in Figure 4. In this figure, state ‘def’
means ‘defector’ which is an absorbing state. According to
the property of an absorbing Markov chain, if the customer’s
current state begins in a non-absorbing state (i.e. from state
C00 to state C34), then he/she will leave the non-absorbing
state and end up in one of the absorbing states (i.e. state
‘def”) eventually (Winston, 1994).

State at time £+/

> gaR kil O COA & il def
o] 0] 02910141014 0
0] 008 023} 008|015 R 0,08
. 0[/005]1 0291005} 019 : 0.14
o 0 0] 015] 045 - 1020
0] 002] 002} 0.04] 0.53 0.26
State
at time ¢
0,08 0 Q 0 0 0.07
i} 0 0} 0.05] 0.05 0.04
0 0 0 0] 0.10 0
0 0 0 0] 0.17 0.08
& 0 0 0 0 0 1.00

Figure 4 - The transition probability matrix with an
absorbing state, ‘def’

Figure 5 describes the general transition matrix for an
absorbing Markov chain. It consists of four parts which are 1,
0O, R and Q, as illustrated in Figure 5. We can find out the
elapsed time to absorbing state ‘def’ in each non-absorbing

state by using the matrix -0 .
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non—absorbing : absorbing
states 1 States
non—absorbing R
states
absorbing o I
states

Figure 5 - The transition marrix for an absorbing Markov
chain

Figure 6 describes the outcome of the matrix (-0) for
the online game domain. In this figure, we can see that if a
customer belongs to state CO0 at time ¢, then he/she will
defect 11.5 periods later on average. The elapsed time to
absorbing state ‘def’ can be used as an indicator for
classifying defectors and non-defectors and it gives

significant information on lead-time for defection

prevention.
Stato o State oo
Co0 11.51 c20 14.17
cot 9.74 c21 12.93
Cco2 8.46 Cc22 10.77
co3 7.21 Cc23 9.47
co4 5.97 C24 10.05
ci10 13.31 €30 14.36
Cc1i 11.59 can 12.23
c12 10.47 Cc32 11.50
c13 8.21 Cc33 10.16
cla 8.60 C34 9.40

Figure 6 - The elapsed time to an absorbing state

5.4 Step 3: Preventing Defection

5.4.1 Detecting potential defectors

Potential defectors and non-defectors are classified by the
current customer state on SOM using its elapsed time to
absorbing state ‘def’. The threshold for elapsed time can be
determined by calculating the hit ratio. In our domain, if we
set the threshold for elapsed time as 8.0 weeks, then we gain
the highest hit ratio and state C0O3 and CO04 are the potential
defection states (See in Figure 6.).

5.4.2 Preventing defection

The object of the defection prevention step is to provide
information of To-Be behavior state for the next period to
drive their potential defectors into a desirable position. If we
can find a behavior state which will extend the elapsed time
to absorbing state ‘def” (i.e. lower the likelihood of
defection), then we can design campaigns to focus on
modifying their behavior patterns so as to lead to belonging
to that state.

In this section, two strategies are suggested to respond to the
question of ‘Where to drive potential defectors for the next
period?’. The first strategy is to adopt the improvement

approach in inducing potential defectors to change their
behavior patterns. This strategy is based on the fact that 1t is
very difficult to change customer behavior greatly in such a
short period (i.e. a month in our example). Thus, we should
induce the gradual change in their behavior patterns through
the regular and repetitive operation of this procedure. The
second strategy is the innovative approach, which is for the
potential defectors who have the shorter lead-time to
eventually withdrawal. The innovative approach requires
high costs and risk in campaigns because it tries for a radical
change of customer behavior in a short period (i.e. a month
in our example). Two strategies can be implemented on the
map of SOM using the topology preserving property of
SOM. 1t is relatively easy to drive a customer into a closer
state (node) from a current behavior state on the output map
of SOM because input behavior patterns between the two
states are mostly similar according to the topology
preserving property. In the improvement approach, we do
not consider driving the customers to the second or further
neighborhood node from a current node on SOM at a time.
Therefore, we can guide potential defectors to a node that
will extend the elapsed time the most until he/she eventually
defects, among zero and the first nearest neighborhood
nodes. In the same vein, in the innovative approach, we can
consider driving the customers to the desirable node among
all nodes on the map of SOM.

In our domain, we apply an improvement approach to
customers in states whose elapsed time to absorbing state
‘def” is between 4.0 weeks and 8.0 weeks. And we decide to
apply an innovative approach to customers in states whose
elapsed time is shorter than 4.0 weeks according to the
domain expert’s opinion in this field.

(1) Strategy 1: An improvement approach

The improvement approach can be implemented through the
algorithm in Figure 7. In Figure 7, a potential defector node
(ExistingNode) and its elapsed time are the input and a
To-Be node (ToBeNode) to which this approach
recommends to drive is the final output. At line 1 of the
algorithm, the output variable and the internal variable are
initialized, and zero and the first nearest neighborhood nodes
centered on the cwrrent node are selected at line 2.
k-NeighborNode means the set of kth nearest neighbor nodes
from the current node. In this notation, £=0 means the set of
neighbor nodes which contains only the current node, and
k=1 means the set of first neighbor nodes which contains
eight or less neighbor nodes on the rectangular structure
SOM. For each selected neighbor node, the elapsed time is
calculated and the elapsed time gain is computed by
subtracting the elapsed time of the current node from that of
a new node at line 4, 5 and 6. Among all selected neighbor
nodes, the nodes that have maximum and positive elapsed
time gains are selected from line 7 to 13. Those nodes are
recommended as To-Be behavior states to guide the
customer for the next period. Thus, the behavior information
of a To-Be node becomes the target behavior pattern of the
next period for customers in the current state (i.e. node).
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1. ToBeNode= ¢, MaximumGan =-1

2. 0-NeighbotNode={m}, |-NeighboNode={n,,ny,...,n,}
3. foreachneighbornoder; dobegin
4

NewNode= n,

5. getting ElapsedTime of NewNode
6. ElapsedTimeGain= ElapsedTine of NewNode
- ElapsedTine of ExistingNale

7. if ElapsedTimeGain>0

8. if ElapsedTimeGain> MaximumGan

9. ToBeNode= ¢, add n; to ToBeNode
MaximumGan = ElapsedTimeGain

10. elseif ElapsedTimeGain= MaximumGaa

11. addn; to ToBeNode
MaximumGan = ElapsedTineGain

12. endif

13.  endif

14. endfor

15. recommendto drivetoa nodein ToBeNodefor next period

Figure 7 - Defection prevention procedure for the
improvement approach

To demonstrate how well the improvement approach
performs in our domain, we detect two potential defector
states and compute elapsed time gains. Figure 8 illustrates
elapsed time gains when potential defectors in that states are
guided to zero or the first nearest neighbor node which has
the largest elapsed time gains for the next week. The total
elapsed time gains of state ‘C03° are 29.34 weeks by
multiplying 3.26 by 9 and that of state ‘C04’ are 147.28
weeks. Therefore our total elapsed time gains are 176.62
weeks for the next period through our defection prevention
procedure. Also, we can have larger elapsed time gains from
defection prevention through the repetitive operation of this
procedure.

Toesk T+ week New lei Bpsedtfle The number of | Tolal gains
(ToBe) | Elapsedtime| Bapsedtime | gains (weeks) | defectors (weeks)
[81%] 846
o004 597

()] C12 1047 121 3% 9 23
C13 8.2
Cl4 85
[815] 121

4 13 821 597 263 5 Lop]
Cl4 86

Figure 8 - Computing elapsed time gains

(2) Strategy 2: An innovative approach

Figure 9 shows an algorithm for the innovative approach.
Most of the algorithm is similar to the previous algorithm
but the innovative approach investigates every node on the
map to provide information for a To-Be state. If there exist
two or more nodes in a final To-Be node (ToBeNode), a
node that is the nearest one from a current node is selected
for the next period. We recommend this approach to keep
highly profitable customers who are predicted “to defect
because of high costs and risk in campaigns.

1. ToBeNode = ¢, MaximumGain = -1
2. for every node n; do begin
3. NewNode = n;
4 getting ElapsedTime of NewNode
5 ElapsedTim eGain = ElapsedTim e of NewNode
- ElapsedTim e of ExistingNo de

6. if ElapsedTim eGain >0
7. if ElapsedTim eGain > MaximumGain
8. ToBeNode = ¢,add n; to ToBeNode,
MaximumGain = ElapsedTim eGain
9. elseif ElapsedTimeGain = MaximumGain
10. add n; to ToBeNode,
MaximumGain = ElapsedTim eGain
11. endif
12.  endif
13. endfor

14. recommend to drive to the nearest node
from current node in ToBeNode for next period

Figure 9 - Defection prevention procedure for the innovative
approach

5.4.3 Designing marketing campaigns

We can design segmental campaigns based on the
information of a To-Be state. Figure 10 provides the real
case for a campaign design. An As-Is behavior state and a
To-Be behavior state for two segments are presented in this
figure. From this figure, the campaign designs for both
segment ‘C03’ and ‘C04’ should focus on extending session
length. Therefore, the most effective campaign for
customers in both segments is to provide additional free
access time and recommend new attractive games.
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Campaign Design for Segment C03

0.15
0.10
0.05
0.00

Ses_Time Ses_No Fail_No Awg_Ses

- As-Is (CO3) —e— To-Be (C12)

1
|

Campaign Design for Segment C04

Ses_Time Ses_No

Fail_No Awg_Ses

I As-Is (C04) —e— To-Be (C14) |

Figure 10 - Segmental campaign design

6. Evaluation

In determining the behavior states using SOM, we have to
be very careful in deciding the number of states. The
decision for determining the number of states is usually
dependent on the characteristics of the domain and the goals
of the decision-makers. Therefore we determine the
satisfactory number of states by domain experts in this field
(i.e. online games).

In this section, we compare the prediction accuracy of the
proposed procedure to that of the MLP neural network and a
decision tree. To evaluate the performance of our defection
detection procedure, we use FalsePositive and
FalseNegative as measures. FalseNegative error is more
important than FalsePositive error because FalseNegative is
more costly and dangerous than FalsePositive. If a
non-defector is incorrectly classified as a defector (i.e.
FalsePositive), he/she will receive a large concession, but if
a defector is incorrectly classified as a non-defector (i.e.
FalseNegative), he/she will terminate services before a
company reaches him/her and thus the company will lose
his/her revenue (Datta et al., 2000).

Figure 11 shows the comparative results of prediction
accuracy among our suggested defection detection and
prevention model (MP in Figure 11.), the MLP neural
network (with multi nodes in two hidden layers) and a
decision tree (C5.0; no cross-validation, no boosting option)
based on the same input data in our online game domain.
Our proposed procedure for defection detection and
prevention resulted in both a slightly higher hit ratio and a
lower falsepositive and falsenegative than the MLP neural

network model in the test data set. And our procedure gives
a performance almost as good as DT. This means that our
proposed procedure can cover defection prevention as well
as defection detection without deterioration of prediction
accuracy compared to that of the MLP neural network and
DT.

!
e
0.30 A s
0.20
0.10 -
i
0.00 “Jit revio Fasepos  (Faise neg [+t rutia: o
Trmenng Set it

i-’w 0.84 .24 0.11 0784 5

Qor a84 025 012 . 0.00,

{.m 0.84 023 012 CF.

Figure 11 - Comparative results of prediction accuracy

7. Conclusion

We proposed a dynamic procedure for defection detection
and prevention based on the observation that potential
defectors have a tendency to change their behavior gradually
before their eventual withdrawal. For this purpose, possible
states of customer behavior are determined from past
behavior data using SOM. Based on this state representation,
the transition probability matrix can be formed and the
elapsed time to actual defection can be predicted using a
Markov chain. Also potential defectors are detected
according to the elapsed time of each behavior state. In
addition, our proposed procedure is extended to defection
prevention for potential defectors and it assists in building
segmental campaign plans by recommending the desirable
behavior state for the next period to lower the likelihood of
defection. Our proposed approach is a practical
implementation procedure of eCRM because it tries to
maintain a relationship with potential customers using an
automated campaign procedure continuously.

As an area for further research, we have a plan to develop a
system for defection detection and prevention based on our
suggested procedure. In this study, we applied our procedure
to the online gaming industry, but it will be a promising
research area to apply to other service industries such as
telecommunications, Internet access services, and contents
providing services, and check the effectiveness of our
proposed procedure.
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