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ABSTRACT In this paper, we study a cross-layer analysis framework for the performance evaluation of
TCP over millimeter-Wave (mmWave) fading channels in the fifth-generation (5G) cellular networks, when
the truncated incremental redundancy hybrid automatic repeat request (IR-HARQ) scheme and adaptive
modulation and coding (AMC) are employed. Specifically, the throughput performance of TCP Cubic,
which is one of the most widely deployed TCP variants in the Internet, is investigated. For this purpose,
the mmWave fading channel, approximated by Nakagami-m distribution, is captured by a finite-stateMarkov
chain (FSMC) to develop a transmission lossmodel. A loss-based TCPmodel, which is analyzed based on the
transmission loss model, is then used to analytically derive the TCP throughput performance. The numerical
results quantitatively show the effect of different parameters/settings of AMC, IR-HARQ, blockages and
mmWave fading channels on the TCP performance and support the optimal selection of parameters to
maximize the system throughput. Monte Carlo simulations are also performed to validate the analytical
results.

INDEX TERMS 5G mmWave networks, adaptive modulation and coding (AMC), nakagami-m fading
channels, random shape blockage model, Markov chain, hybrid ARQ (HARQ), TCP Cubic.

I. INTRODUCTION
Recent years have witnessed a rapid proliferation of the
mobile Internet data traffic due to the spread of mobile
devices and high speed mobile terminals. The upcom-
ing fifth-generation (5G) cellular networks are expected
to achieve 1000 times of network capacity, 10 times of
spectral/energy efficiency, 10-100 times of data rate and
25 times of average cell throughput, compared to the current
fourth-generation (4G) ones [1]. It is envisioned that the 5G
wireless networks will be deployed in the early 2020s with
gigabits per second (Gbps) peaks in most favorable condi-
tions, ultra-low end-to-end latency (possibly below 10 ms),
and high reliability [2]. Millimeter-wave (mmWave) commu-
nications, which have been recently gained much attention
from both academia and industry, are a possible enabler for
high speed connectivity envisioned in future 5G networks [3].
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At mmWave frequencies (i.e., above 10 GHz), indeed, they
can provide very high data rate transmission thanks to the
massive available bandwidth that can be allocated to the cellu-
lar networks. The signal propagation at mmWave frequencies
is, nevertheless, much more sensitive to blockage effects than
the one at lower frequencies, in whichmmWave signals suffer
from poor penetration, diffraction, and scattering through the
materials [4]. Furthermore, mmWave communications are
also vulnerable to the high error rate environment due to the
impact of the fading channels. These pose various challenges
not only on the performance of physical layer (PHY), but also
on the performance of various upper-layer protocols [5].

In the transport layer, transmission control protocol (TCP)
is the most widely used protocol for a variety of different
applications that require the reliable transmissions in the
Internet, such as HTTP, Skype, file transfer, and email [6], [7].
The most critical issue in TCP is to design a suitable
congestion control mechanism that can effectively uti-
lize the channel resource. Congestion control mechanism
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in the conventional TCP variants, such as Tahoe, Reno,
New-Reno, and SACK, is mainly based on the standard
additive increase multiplicative decrease (AIMD) algorithm
[8], [9]. For example, TCP NewReno, which is the TCP
variant for majority of Internet applications, increases its
congestion window (cwnd) by one segment after reception
of acknowledgement (ACK) in congestion avoidance phase
and halves the current cwnd value whenever a loss is detected
(e.g., three duplicate ACK or timeout). The AIMD, how-
ever, becomes ineffective in high bandwidth-delay prod-
uct (BDP) networks, due to the slow linear window growth
function [10].

Over the past decade, there have been several TCP variants
which are designed specifically for BDP networks, such as
TCP WestwoodPlus [11], TCP Cubic [10], TCP YeAH [12],
and TCP BBR [13]. Among them, TCP Cubic is one of
the most popular implementations, and in fact, it is used
by default in Linux kernels 2.6.19 and above, as well as
Windows 10, and Windows Server 2016 [14]. TCP Cubic
increases its cwnd accordingly to a cubic function by comput-
ing the absolute time since the last dropped segments instead
of round-trip time (RTT). As a result, the sending rate is
independent of RTT resulting in the better fairness between
TCP flows. Furthermore, Cubic increases its window size
more aggressively when it is far from the previous saturation
point, and more slowly when it is close which allows the net-
work to stabilize before looking for more bandwidth. Recent
researches nevertheless reveal that the TCP performance
can be severely degraded in high-error-rate environment of
mmWave fading channels (i.e., degraded TCP throughput and
very low utilization of the resources at mmWave frequencies)
which poses formidable challenges to maintain the TCP reli-
ability in 5G mmWave networks [15].

A. RELATED WORKS AND MOTIVATIONS
In the domain of 5G cellular networks, several studies have
been recently devoted to the evaluation of the TCP perfor-
mance over mmWave fading channels [15]–[21]. Particularly,
Zang et al., presented the first performance evaluation of
TCP congestion control over mmWave channels by using
network simulator version 3 (NS-3) in [15]. The authors
in [16] proposed a novel cache-enabled TCP framework
called mmWave TCP to cope with the transition between
line-of-sight (LoS) and non-LoS (NLoS) of mmWave chan-
nels. In this framework, the TCP segments likely to be lost
during NLoS are simultaneously retransmitted (i.e., called
the bath retransmission) once the channel becomes LoS
which improves the performance of TCP over mmWave
channels. In [17], TCP throughput was investigated under
impact of mmWave fading channels, modeled by Nakagami-
m distribution. The throughput performance of multi-path
TCP (MTCP) over mmWave channels was analyzed when
5G new radio and LTE communication paths are aggregated
in [18], [19]. The authors in [20] showed that the perfor-
mance of TCP Cubic outperforms TCP YEAH in terms
of achieved throughput in 5G mmWave mobile networks.

In [21], the authors provided a comprehensive simulation
study of TCP considering various factors such as the con-
gestion control algorithms, including the recently TCP BBR,
edge vs. remote sever, handover and multi-connectivity, TCP
segment size, and 3GPP-stack parameters. They showed that
the performance of TCP on mmWave links is highly depen-
dent on different combinations of these factors, and identified
the open challenges in the area of 5G mmWave cellular
networks.

On the other hand, it is important to note that most exist-
ing studies of TCP performance over 5G mmWave cellu-
lar networks were often based on simulations (i.e., using
well-known simulator NS-3) which allows the accurate evalu-
ation of a wide range of network protocols. Another approach
to study the performance of TCP is to use the analytical
models. The key advantage of the analytical approach is the
provision of a good approximation of network performance
with various channel conditions in a relatively quick fash-
ion which supports for the optimization purposes. Using the
analytical approach, we can also study different analytical
models for both physical and link layers, which may have
not updated yet in the simulation. Analytical approach for
TCP performance has been therefore intensively studied for
wireless cellular networks [22]–[24]. Such study is however
not available for TCP over 5G mmWave cellular networks.
We have to point out that the links usingmmWave frequencies
have different propagation characteristics as compared to
typical cellular systems operating at sub-6 GHz frequency
bands. For example, the link quality in mmWave band can
be significantly reduced due to the blockage effect which
is not observed in sub-6 GHz frequency bands. Over such
intermittent mmWave links, TCP sender may suddenly drop
the sending rate while there is no actual congestion, leading to
the degradation of TCP throughput performance. In addition,
it is noted that the interaction between the design of link-layer
and physical layer plays an important role to improve the TCP
performance. The TCP performance improvement consider-
ing the cross-layer design has not been well investigated in
the existing studies using simulations.

B. CONTRIBUTIONS
The main objective of this paper is to develop an analytical
framework for the cross-layer evaluation and performance
improvement of TCP connections over 5G mmWave net-
works. The contributions of the paper can be summarized as
follows:

• First, we provide an analytical framework for the perfor-
mance evaluation of TCP under impact of mmWave fad-
ing channels and blockages caused by buildings in 5G
cellular networks. In particular, the well-known TCP
variant, TCP Cubic, whose the simulation performance
was previously studied in 5GmmWave mobile networks
[20], is considered. The mmWave fading channel is
modeled by Nakagami-m distribution, which can be
used to model a broad class of fading characteristics,
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including both mmWave LoS and NLoS links. In addi-
tion, the blockages are reflected by the random shape
model in which the buildings are modeled as the random
rectangles.

• Second, we develop a cross-layer design to improve the
performance of TCP over mmWave fading channels,
in which both truncated incremental redundancy hybrid
automatic repeat request (IR-HARQ) protocols based
error control at the link layer and the adaptive modu-
lation and coding (AMC) scheme at the physical (PHY)
layer are employed for the radio access. These are the
broadly-used adaptation technologies to improve the
system performance under impact of wireless fading
phenomena [25]. It is, therefore, believed that their inter-
actions with the transport-layer TCP protocols could
play an important role in improving the TCP perfor-
mance. Moreover, it is worth mentioning that the under-
standing of combined effects of IR-HARQ and AMC on
the TCP performance would be critical in the design and
optimization of system and protocol parameters in 5G
mmWave networks. Previous studies, however, focused
solely on the performance of TCP over 5G networks
when either HARQ [18] or AMC [26] is considered in
the simulation analysis.

• Third, the mmWave fading channel is captured by a
finite-state Markov chain (FSMC) to develop a trans-
mission lossmodel. In fact, inmmWave fading channels,
because the fading coherence time is of the order of hun-
dreds of micro-second [5], the frame losses often occur
in a burst pattern during the transmission [27], i.e., the
loss structure is correlated. It is, therefore, extremely
meaningful to investigate the correlated loss transmis-
sion structure to provide more accurate performance
analysis instead of using the conventional uniform loss
model in which the loss structure of different frame
transmissions are assumed to be independent. Then,
a loss-based TCP model, which is analyzed from the
transmission loss model, is used to analytically derive
the TCP throughput.

• Finally, we employ the proposed framework to evalu-
ate and optimize TCP performance through numerical
investigations. Particularly, we quantify the impact of
different parameters/settings of HARQ, AMC, block-
ages and mmWave links on the TCP throughput per-
formance, and discuss several optimization aspects.
We also validate the analytical results by Monte Carlo
simulations.

C. ORGANIZATION
The rest of paper is organized as follows. The network
description is presented in Section II. The mmWave fading
channel model and the channel-state modeling are introduced
in Section III. The transmission loss model, loss-based TCP
model, and throughput analysis are shown in Section IV.
Numerical results are given in Section V. Finally, Section VI
concludes the paper.

FIGURE 1. Network scenario with end-to-end TCP connection.

II. NETWORK DESCRIPTIONS
A. NETWORK MODEL
We consider a 5G network scenario where a user equip-
ment (UE) is downloading data from a remote sever (TCP
source) through a cellular base station (BS) using TCP Cubic
connection as illustrated in Figure 1. The BS, which pro-
vides service to the UE, is connected to the remote server
via high-speed networks (Internet). The radio access net-
works (RAN) are assumed to be the bottlenecks in which the
mmWave wireless link is used for the connection between
BS and UE. In addition, HARQ and AMC are employed
at RAN to further improve the system performance. The
purpose of AMC is to maximize the data rate over the
mmWave fading channels while satisfying a predefined qual-
ity of service (QoS), i.e., a targeted frame loss rate denoted
by Ploss. It allows the system to choose the most appro-
priate modulation and coding scheme (MCS) depending
on the channel quality (i.e., received power). We adopt
the MQ-aray quadrature amplitude modulation (MQ-QAM)
schemes which are supported by LTE and 5G networks as
in [28]–[30], with a fixed symbol rate of Rs for the set
of possible N MCS levels, i.e., {1, 2, · · · ,N }. MCS, which
corresponds to a particular combination of modulation and
coding strategies, is adjusted by the BS based on the channel
quality indicator (CQI) through assumed free-error feedback
channels. The bit rate and information rate change for every
MCS and are given as Rb = Rs log2(MQ) (bits/sec) and
Rn = log2(MQ) (bits/symbol), respectively, where MQ is the
signal constellation size.

At the physical (PHY) layer, data are transmitted block by
block over mmWave link modeled by Nakagami-m fading
channel, which is widely used for mmWave channels [17].
The block duration is designed to be shorter than the coher-
ence time of mmWave fading channels, so that the channel
remains invariant during a block transmission. Each block
contains multiple link-layer data frames depending on MCS
in which the number of frames per block at MCS n is given as
bRn, where Rn is the information rate used byMCS n, and b is
a parameter to be set by the designer. Given the size of frames
of Nf bits, the block duration is defined as Tb = (bNf )/Rs,
where Rs is the data symbol rate.

In the link layer, truncated IR-HARQ protocol is used
in the mmWave links between the BS and UE to tackle
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with the frame error issue due to the fading phenomena.
The use of HARQ is to correct and retransmit (in case of
being uncorrectable) the corrupted frames. For the sake of
simplicity, we assume that one TCP segment is encapsulated
in one IP packet and then is mapped into one link-layer frame
(i.e., without fragmentation) resulting in the probabilities of
frame loss and segment loss are the same. In the transport
layer, TCP Cubic is employed. The window size of this TCP
variant is a Cubic function of time which depends on loss
events in the congestion avoidance phase.1 The TCP loss
events are assumed to be caused by two factors: conges-
tion loss and random loss. Here, the congestion loss occurs
when the window size attains the maximum value of W at
bottleneck link while random loss is caused by the building
blockages and the fading phenomena at themmWavewireless
link.

B. IR-HARQ WITH AMC
In general, HARQ protocol can be classified into three main
types: HARQ type I, chase combining (CC), and incremental
redundancy (IR). Among them, IR-HARQ is the most effi-
cient one in term of throughput performance [25]. In this
paper, we therefore consider the truncated IR-HARQ which
combines the sliding window ARQ and rate-compatible
punctured convolutional (RCPC) code, where the maximum
number of retransmission for one frame is denoted as Nre.
RCPC codes are used to correct the erroneous frames by
using a puncturing convolutional encoder/Viterbi decoder.
In addition to RCPC code, the operation of sliding window
ARQ protocol is for the detection of the corrupted frames
which are uncorrectable by RCPC code, and the retrans-
mission of additional redundancy for these frames. For the
sake of simplicity, the frame error is assumed to be always
detectable by the standard cyclic redundancy check (CRC)
and the feedback signal (either ACK or NAK) transmission
is also supposed to be error-free.

The operation of IR-HARQ with AMC is applied to each
block consisting of multiple frames depending on MCS lev-
els. Due to using N MCS levels, we have a family of RCPC
codes containing N different coding rates, i.e., (1 ≥)R(1)c >

R(2)c > · · · > R(N )
c , which are obtained from the mother

code rate R(N )
c (e.g., 1/2 or 1/3). Each Nf -bit information

frame is encoded by the original rate R(N )
c encoder, and after

puncturing, the system transmits N (n)
c = Nf /R

(n)
c coded bits

per frame when using MCS n. For the sake of simplicity,
we assume that a frame transmission attempts complete in
a single MCS level of AMC.

At a specific MCS n with a coding rate of R(n)c , we have
different puncturing patterns for each transmission attempt,
i.e., C̃1, C̃2, · · · C̃Nre+1 corresponding to Nre+1 transmission
attempts for a frame. Table 1 shows an example of different
puncturing patterns for each transmission attempt of a frame,

1In this paper, we are interested in the performance of TCP long-lived
flows, e.g., file transfers and video streaming. We therefore ignore the slow
start phase which does not impact TCP throughput for long-lived flows.

TABLE 1. Example of puncturing patterns for IR-HARQ.

given the Nre = 2. For the first transmission, the frames
containing only the pattern coded bits of C̃1 are selected to
be transmitted in a block. At the receiver side, after decoding
for error correction using the Viterbi algorithm with pattern
coded bits of C̃1, error detection using CRC is performed.
In case of transmission failure, IR-HARQ retransmits the
additional redundancy for all the uncorrectable frames in a
block based on a NAK message from the receiver. Accord-
ingly, the incremental redundancy corresponding to pattern
coded bits of C̃2 is transmitted. The new received redundancy
is combined with the previous received pattern coded bits to
construct amore powerful code for decoding. This process for
the retransmission of a frame is continued until it is decoded
successfully or reach the maximum number of retransmis-
sions Nre. If a frame does not get through the mmWave link
after Nre + 1 transmission attempts, IR-HARQ gives up and
the frame is clarified to be lost.

FIGURE 2. TCP Cubic congestion window behavior.

C. TCP CUBIC
The operation of TCP Cubic can be described via its con-
gestion control mechanism of the window size as illustrated
in Fig. 2. The are two states in TCP Cubic: the steady state
and the max probing state.When a loss event (which might be
either a congestion loss or a random loss) occurs, TCP Cubic
reduces its window size by a multiplicative decrease factor
denoted by β and enters the ‘‘steady state’’. The window size
just before the reduction is set to the maximum value, Wmax.
During the steady state, TCP Cubic increases its window size
rapidly when the window value is far from Wmax, and then
slows down when it is close to that point. This allows TCP
Cubic to be very scalable in high bandwidth connectivity and
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long delay networks. If the window size reaches a current
maximum level, TCP cubic enters the ‘‘max probing’’ state.
In this state, the window size increases slowly initially to find
the new maximum value nearby (i.e., at a point having loss
event). Then, TCP Cubic expects that the maximum point is
further away and the congestion window starts growing very
fast until the next loss event.

The window growth function of TCP Cubic is expressed as

w(x, τ ) = α (τ − Kcubic)
3
+ x, (1)

where α is a Cubic factor, τ is the elapsed time from the
last window reduction, β is the multiplicative decrease fac-
tor, and x is the window size just before the last window
reduction [31]. K̄ is the time period needed to increase the
window size from βx to x, and can be expressed by,

Kcubic =
3

√
(1− β) x

α
. (2)

In addition, let Tx,y denote the time duration that window
size increases from βx to y without any loss event. Based on
(1), Tx,y can be expressed by

Tx,y =
3

√
y− x
α
+

3

√
(1− β)x

α
. (3)

III. CHANNEL AND CHANNEL-STATE MODELS
The operation of TCP Cubic is modeled in real-time and
depends on the loss events (i.e., caused by building blockages
and fading phenomenon). To investigate the performance of
TCP Cubic under impact of building blockages and fad-
ing phenomenon, it is necessary to capture the statistics
of the building blockages and the time-varying behavior of
mmWave fading channels to model the behavior of trans-
mission loss. To do so, we first review the blockage and
mmWave fading channel models. Then, the channel-state
model is developed to facilitate the operation of AMC with
IR-HARQ under impact of fading channels.

A. BLOCKAGE MODEL
To investigate the effect of blockages on the system perfor-
mance, we use the random shapemodel as illustrated in Fig. 3,

FIGURE 3. Random shape blockage model.

in which the link between the BS and UE might be blocked
by the buildings. In this model, the buildings of random
locations, orientations, and sizes in urban areas are modeled
as a random process of rectangles, which is called a rectangle
Boolean scheme in the random shape theory. The probability
of a particular link being blocked is given as,

pblocking = 1− exp(−βBdUE), (4)

where dUE is the distance from UE to BS and βB is the block-
age parameter computed using statistics of the buildings [32].
The blockage parameter βB is determined by

βB =
χ ln(1− κ)

Aπ
, (5)

where χ is the average building perimeter, κ is the percentage
of area covered by buildings, and A is the average area of
the buildings in the considered region [33]. The blockage
parameter values measured at some regions, such as Chicago,
US (βB = 0.022), LU, U.K. (βB = 0.0057), and NC,
Pakistan (βB = 0.0014) are available in [33] and [34],
respectively.

B. MMWAVE FADING CHANNEL MODEL
The mmWave fading channel can be well characterized by
the Nakagami-m distribution [17], [35], [36]. This model
represents a wide variety of realistic line-of-sight (LOS),
and non-line-of-sight (NLoS) fading channels via varying the
parameter m (high values of m indicates the LOS) encoun-
tered in practice [35]. The probability density function (PDF)
of received signal-to-noise ratio (SNR), γ , is given as

fγ (γ ) =
mmγm−1

γm0 (m)
exp

(
−
mγ
γ

)
, γ ≥ 0 (6)

where γ is the average SNR, 0 (m) :=
∞∫
0
tm−1e−tdt is the

Gamma function, and m is the Nakagami factor [37]. Note
that, form= 1, theNakagami distribution reduces to Rayleigh
distribution, and for m = (K + 1)2/(2K + 1), the Nakagami
distribution is approximately Rice fading with parameter K,
then we use the values of m < 1 for NLoS and m > 1
for LoS links [36]. Futhermore, its cumulative distribution
function (CDF) is also expressed as

Fγ (γ ) =
1

0(m)
0

(
m,

mγ
γ

)
, (7)

where 0 (m, x) :=
∞∫
x
tm−1e−tdt is the complementary

incomplete Gamma function [38].
In addition, the level crossing rate (LCR), which is defined

as the average number of times per second that the received
SNR passes the certain threshold γth in the positive direction
only (or in the negative direction only), can be written as

LCR (γth) =
√
2π

mγth
γ

fd
0 (m)

(
mγth
γ

)m−1
exp

(
−
mγth
γ

)
,

(8)
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TABLE 2. Example of modulation and coding schemes (MCS).

where fd is the maximum Doppler frequency which is the
function of mmWave frequency and UE speed [39].

C. CHANNEL-STATE INDUCED BY AMC
We assume that there are N MCS modes of AMC trans-
mission. To facilitate the data transmission using AMC,
the channel is modeled by multiple states defined by a range
of received signal-to-noise (SNR). Under the assumption of
constant power transmission, the entire received SNR range is
partitioned into N + 1 non-overlapping consecutive intervals
with boundary points denoted as {γn}

N+1
n=0 . The channel is

said to be in the n-th state if the received SNR falls into
the interval of [γn, γn+1), where n ∈ 0, 1, · · · ,N . To avoid
a high frame error rate, no transmission is allowed when
γ ∈ [γ0, γ1) (channel-state 0-th) while MCS n is assigned
for n-th channel-state. The selection of the SNR thresholds
satisfies the condition that the frame loss rate (FLR) for each
channel-state is exactly the predefined target FLR, denoted
by Ploss. Using the truncated IR-HARQ with Nre retrans-
missions, the frame is considered to be lost after Nre + 1
transmission attempts, and the FLR at MCS n, then, can be
calculated as

FLRn =
Nre+1∏
k=1

FERn,k := Ploss, (9)

where FERn,k is the instantaneous FER at the output of the
soft Viterbi decoder when using MCS n on the k-th transmis-
sion attempt of a frame which can be approximated as

FERn,k (γ ) ≈

{
1, 0 ≤ γ < γn,k ,

an,k exp(−gn,kγ ), γ ≥ γn,k .
(10)

where an,k , gn,k , and γn,k given in Table 2, are the
curve-fitting parameters for MCS n and k-th transmis-
sion attempt [40]. These parameters have been obtained by
least-square fitting the approximate expression of the FER
at the output of the soft Viterbi decoder in [41] to the
curves obtained via the simulation (i.e., as the ratio between
the erroneously transmitted frames after k-th transmission
attempt using MCS n and the overall number of transmitted
frames. For details, refer to [42] in which the accuracy of the
curve-fitting approximation is verified. In addition, we set

FIGURE 4. Finite-state Markov chain for (a) channel model, and (b) for
the operation of IR-HARQ.

the SNR thresholds γ0 = −∞, γN+1 = +∞, and by
incorporating FERn,k (in Eq. (10)) into (9), we can express
the other SNR thresholds as follows

γn =
1∑Nre+1

k=1 gn,k
ln

(∏Nre+1
k=1 an,k
Ploss

)
, for 1 ≤ n ≤ N ,

(11)

Given γn, the steady-state probability of the n-th state,
denoted by Prn, can be expressed as

Prn =

γn+1∫
γn

fγ (γ ) dγ = Fγ (γn+1)− Fγ (γn), (12)

where fγ (γ ) and Fγ (γ ) are the PDF and CDF of the chan-
nel SNR, as in Eqs. (6) and (7), respectively. A finite-state
Markov channel (FSMC) model then can be used to describe
the transition between channel states as shown in Fig. 4(a).
Here, the slow-fading condition is assumed and the transition
happens between adjacent channel states in which the transi-
tion probabilities from n-th channel-state to l-th channel-state
denoted by tn,l can be determined by

tn,n+1 =
LCR (γn+1)Tb

Prn
, if n = 0, · · · ,N ,

tn,n−1 =
LCR (γn)Tb

Prn
, if n = 1, · · · ,N + 1,

tn,l = 0, if |l − n| ≥ 2. (13)
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The probability of staying at the same channel-state n is

tn,n =


1− tn,n+1 − tn,n−1, if 0 < n < N ,
1− t1,2, if n = 0,
1− tN+1,N , if n = N ,

(14)

where Tb is the block duration and LCR is given in (8) [43].
In addition, the average frame error rate for the k-th trans-

mission attempt in MCS n can be calculated by

FERn,k

=
1
Prn

γn+1∫
γn

FERn,k fγ (γ ) dγ

'
1
Prn

γn+1∫
γn

an,kexp
(
−gn,kγ

)
fγ (γ ) dγ

=
1
Prn

an,k
0(m)

(
m
γ

)m 0 (m, bn,kγn)− 0 (m, bn,kγn+1)(
bn,k

)m ,

(15)

where m is the Nakagami factor and bn,k := m
γ
+ gn,k [40].

Given FERn,k , the average FER of the k-th transmission
attempt is defined as the average number of incorrectly
received frames over the total average number of transmitted
frames, i.e.,

FERk =

N∑
n=1

RnPrnFERn,k

N∑
n=1

RnPrn

, (16)

where Rn is the information rate of MCS n. As it is assumed
that a period of channel-state can cover all possible trans-
mission attempts of a frame, for each channel-state n-th
in Fig. 4(a), we develop a simple Markov model for the
operation of IR-HARQ as shown in Fig. 4(b). Let F(k) denote
the event ‘‘decoding failure’’ for k-th transmission attempt of
a frame. The average number of transmission attempts for a
frame can be determined by

K =
(
1− P{F(1)

}

)
+ 2 P{F(1)

}

(
1− P{F(2)

}

)
+ · · · + (Nre + 1) P{F(1)

}P{F(2)
} · · ·P{F(Nre)}, (17)

where Nre is the maximum number retransmissions for a
frame and P{F(k)

} is the probability of decoding failure of
k-th transmission attempt in which P{F(k)

} ' FERk . By rear-
ranging the terms in (17), we have

K = 1+
Nre+1∑
h=2

h−1∏
k=1

FERk . (18)

IV. PERFORMANCE ANALYSIS
This section focuses on the throughput performance analy-
sis of TCP Cubic with IR-HARQ and AMC over mmWave
fading channels. In particular, a transmission loss model is
developed from the above channel-state model due to using
the truncated IR-HARQ. A loss-based TCP model, which
is based on the transmission loss model, is then used to
analytically derive the TCP throughput performance.

FIGURE 5. Transmission Loss model.

A. TRANSMISSION LOSS MODEL
The loss transmission behavior can be modeled with loss (L)
and non-loss (N) states. By using the AMC, non-loss states
containN substates corresponding toN differentMCS levels,
i.e., Nn, n ∈ {1, . . . ,N } as shown in Fig. 5. In this structure,
the system (in a specific MCS level) is in a loss state when
a block loss happens, i.e., either one of frames in a block is
uncorrectable by RCPC codes after reaching the maximum
number of retransmissions Nre or the transmission is blocked
by the buildings due to the fact that the temporal duration of
blockage is order of hundreds of milliseconds [44]. Other-
wise, the system is in non-loss state, i.e., no frames in block
are lost. The block-loss probability at the nth channel-state,
denoted as BLPn, then can be given as

BLPn =
(
1−pblocking

) [
1−(1−FLRn)nf

]
+ pblocking, (19)

where pblocking is the probability of a particular link being
blocked which is determined in Eq. (3), nf is the number
of frames per block, and FLRn is the frame loss rate at
channel-state n-th in which the frame is still detected in error
after Nre retransmissions and is determined by Eq. (16) when
k = Nre + 1.
Here, we use only one state as the common loss state for

all channel-state to reduce the complexity of the transmission
loss model, thus simplifying the performance analysis. As a
result, transmissions might occur between the loss state to
any non-loss state. In addition, the transition within non-loss
states is supposed to only occur between adjacent ones due
to assumption of a slow-fading channel. If we denote the
state of loss model by sn, where sn ∈ {L̄, N̄n}, the transition
probabilities of the states in transmission loss model, which
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is shown in Fig. 5, can be calculated as

psn,sl , Pr{sn→ sl},

=
Pr{sl at time t +1, sn at time t}

Pr{sn at time t}
, (20)

Given the parameters Prn, tn,l , and BLPn given in Eqs. (12),
(13), and (19), the denominator in (20) can be written as

Pr{sn at time t}

=



N∑
n=1

PrnBLPn, if sn = L̄,

N∑
n=1

Prn (1− BLPn), if sn = N̄n.

(21)

In addition, the numerator in (20) can be expressed as

Pr{sl at time t +1, sn at time t}

=



N∑
n=1

N∑
l=1

PrnBLPntn,lBLPl, if {sn, sl}={L̄, L̄},

N∑
n=1

PrnBLPntn,l (1−BLPl), if {sn, sl}={L̄, N̄l},

N∑
l=1

Prn (1−BLPn) tn,lBLPl, if {sn, sl}={N̄n, L̄},

Prn(1−BLPn)tn,l (1−BLPl) , if {sn, sl}={N̄n, N̄l},

(22)

where n, l ∈ {1, 2, · · · ,N }. We can also re-write state transi-
tion probabilities in a matrix form of P as follows

P =
[
PL̄L̄ PL̄N̄
PN̄L̄ PN̄N̄

]

=



pL̄L̄ pL̄N̄1
· · · pL̄N̄N−1 pL̄N̄N

pN̄1L̄ pN̄1N̄1
· · · 0 0

pN̄2L̄ pN̄2N̄1
· · · 0 0

pN̄3L̄ 0 · · · 0 0
· · · · · · · · · · · · · · ·

pN̄N−1L̄ 0 · · · pN̄N−1N̄N−1 pN̄N−1N̄N
pN̄N L̄ 0 · · · pN̄N N̄N−1 pN̄N N̄N


. (23)

On the other hand, we denote pL̄ and pN̄n to be the sta-
tionary probabilities of state L̄ and state N̄n, respectively, and
p =

[
pL̄, pN̄1

, pN̄2
, · · · , pN̄N

]
. Then, p is called the vector

of steady-state probabilities, and following the Markov chain
theory, we have 

p = p.P,

pL̄ +
N∑
n=1

pN̄n = 1.
(24)

By solving (24), we can easily obtain p.

B. LOSS-BASED TCP MODELING
The operation of TCP Cubic depends on the loss events,
i.e., its window size is adjusted based on the elapsed time
between two consecutive loss events. To analyze the TCP per-
formance, it is necessary to evaluate the TCP window growth
between two adjacent loss events and the TCP throughput
can be obtained by averaging all over the time. To do so,
the range of TCP window size (0, W ] is first separated
into M intervals, where W is the maximum TCP window
size. We assume that the average round-trip-time (RTT) is a
constant, which is a common assumption in loss-based TCP
analytical modeling [45], the maximum congestion window
sizeW can be determined by

W = Rb × RTT, (25)

where Rb (bps) is the average transmission rate, which can be
calculated by

Rb =
N∑
n=1

pN̄nRbn , (26)

where pN̄n is given in (24), and Rbn is the bit rate of MCS
n-th. Here, the TCP congestion window is in the i-th interval
if its value belongs to ((i− 1)W/M , iW/M ] and we regard
the window size to be the midpoint of the interval denoted
by xi, i.e., xi = (i − 0.5)W/M . The transition between the
i-th interval to the j-th interval occurs when the loss events
are in these intervals illustrated in Fig. 6(a). The transition
probability between the i-th interval and the j-th interval can
be determined as

qi,j = Pr(Tmin
i,j < τloss ≤ Tmax

i,j ), (27)

where Tmin
i,j and Tmax

i,j are the minimum time duration (from
βxi to (j−1)W/M ) and maximum time duration (from βxi to
jW/M ) from the i-th interval to the j-th interval, respectively.

FIGURE 6. (a) TCP congestion window behavior, and (b) loss cycle of slot
transmission.
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Based on (3), their values can be written as
Tmin
i,j =

3

√
(j− 1)W/M − xi

α
+

3

√
(1− β)xi

α
,

Tmax
i,j =

3

√
jW/M − xi

α
+

3

√
(1− β)xi

α
,

(28)

where α and β are the Cubic factor and multiplicative
decrease factor, respectively. In addition, τloss is the time
duration between the i-th interval and the j-th interval
(between two consecutive loss events) which is a random
variable and can be assumed to follow an exponential dis-
tribution with the rate of λ as in [46]. The PDF of τloss can be
written as

f (τloss) = λ exp(−λτloss). τloss > 0 (29)

Based on (29), the transition probability between loss
events in (27) can be determined as

qi,j = exp(−λTmax
i,j )− exp(−λTmin

i,j ), (30)

Here, 1/λ is the mean value of τloss. To compute (30),
we need to determine the value of λ which is the inversion of
the average time duration between two adjacent loss events
(i.e., τ loss). As we assume that the probability of frame
loss and TCP segment loss are equal, the duration of two
consecutive loss events of TCP is also cover a loss cycle of
frame transmission which starts by a transmission in L̄-state
and ends by another L̄-one as illustrated in Fig. 6(b). The
value of λ can be calculated based o the average duration in
a cycle, i.e.,

λ =
1
τ loss
=

1
TL̄ + TN̄ × EN̄

, (31)

where TL̄ = (Nre + 1)Tb and TN̄ = KTb are the average
duration of transmission in L̄-state and N̄-state, respectively,
in which Nre is the maximum number of retransmission of a
frame, Tb is the block duration, and K is given in (18). EN̄ is
the average number of transmissions in N̄-state in a cycle and
can be calculated as

EN̄ =
N∑
n=1

pL̄,N̄n ×
∞∑
z=1

z× pN̄n,L̄(z)+ 0× pL̄,L̄. (32)

where pN̄n,L̄(z) is the (n+ 1,1)-th element of P(z) = Pz given
in (23).

C. TCP NORMALIZED THROUGHPUT
We now calculate the normalized TCP Cubic throughput
which is defined as the ratio between the TCP throughput
and the transmission rate. Given r(t) to be the total amount of
data transmitted during time t , the average normalized TCP
throughput can be written as

η =

lim
t→∞

r(t)
t

Rb
, (33)

where Rb is the average transmission rate given in (26). Let
cwndi,j denote the total congestion window amount during

the time duration Ti,j which corresponds to the transition
between the mid-point of i-th interval and the mid-point of
j-th interval, the term lim

t→∞
r(t)/t can be determined as

lim
t→∞

r(t)
t
=

M∑
i=1

M∑
j=1

qi,jcwndi,j

M∑
i=1

M∑
j=1

qi,jTi,j

, (34)

where M is the number of TCP window intervals, and qi,j is
given in (30). The value of Tij is the time duration between the
mid-point of i-th and mid-point of j-th intervals which can be
expressed by

Ti,j =
3

√
(j− 0.5)W/M − xi

α
+

3

√
(1− β)xi

α
. (35)

where xi is the midpoint of i-th interval, i.e., xi = (i −
0.5)W/M . In addition, the value of cwndi,j can be computed
as

cwndi,j =

Ti,j∫
0

w(xi, t)
RTT

dt =
Si,j
RTT

, (36)

where RTT is the average round-trip time of TCP and w(xi, t)
is the congestion window given in (1), while Sij is the shaded
area in Fig. 6(a) and can be calculated as

Si,j =

Tij∫
0

w(xi, t)dt,

=

Tij∫
0

α(τ − 3

√
(1− β) xi

α

)3

+ xi

 dt,

= xiTi,j+
α

4

(Ti,j− 3

√
(1−β) xi

α

)4

−

(
3

√
(1− β) xi

α

)4
.
(37)

V. NUMERICAL RESULTS AND DISCUSSIONS
In this section, we present and discuss the TCP Cubic
throughput performance analyzed in Section IVwith different
parameter settings of the 5G mmWave networks. The differ-
ent puncturing patterns for each transmission of IR-HARQ
and parameters related to MCS levels of AMC are shown
in Tables 1 and 2, respectively, while the other system param-
eters are given in Table 3.
Monte Carlo simulations are also performed to validate the

analytical results. Let ϕi denote the counter for the occurrence
of the i-th intervals, where i ∈ {1, 2, · · · ,M}. The simulation
at each time instant is performed as follows: at each time
instant t (in i-th window interval), we first determine xi
according to the congestion window function, w(xi, τi), given
in (1), and update the counter (i.e., increase ϕi by 1). Then,
the time duration from time instant t to the next loss event,
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TABLE 3. System parameters.

FIGURE 7. The normalized TCP throughput vs. Nakagami factor m for
different values of received SNR.

τloss can be randomly generated according to its PDF in (29).
Based on xi and τloss, the window size at the next window
reduction (in j-th window interval), i.e., w(xj, τloss) can be
computed. Using the number of simulation runs of 1000,
the average TCP Cubic throughput can then be determined.

First, we investigate in Fig. 7 the impact of mmWave
fading channel on the TCP normalized throughput by varying
the Nakagami factor m for different received SNR, when
the target frame loss rate, Ploss, is set to 10−2. From this
figure, we can verify a good agreement between the analytical
and simulation results, which confirm the correctness of the
model and analysis. Here, it is important to note that the
Nakagami shape factor m determines the severity of fad-
ing, i.e., smaller values of m specify more severity fading
phenomena. Besides, LOS and NLOS links can be modeled
when m > 1 and 0.5 ≤ m ≤ 1, respectively. Therefore,
a decreasing of m, which implies an increase of loss rate,
results in a degradation of TCP throughput.

FIGURE 8. The normalized TCP throughput vs. distance from the BS for
different blockage parameters of βB.

In addition to the fading phenomenon, blockages caused
by buildings is also one of the main challenging issues in
the design of 5G mmWave networks. Figure 8 shows the
impact of blockages on the TCP throughput with different
transmission distances from BS, given Ploss = 10−2. Also,
different blockage parameters, i.e., βB = 0.0014, βB =
0.0025, and βB = 0.0057 for low, moderate, and high density
of building blockages, are considered. We can observe that
TCP throughputs are degraded significantly at high values
of βB indicating dense blockages, especially at the edge of
the cell. For example, when the UE is moving at the edge of
the cell (i.e., dUE = 200 m), TCP Cubic can still maintain a
normalized throughput of 0.2 at the low density of building
blockages (i.e., βB = 0.0014) while the TCP connection
is basically not available at the high density of blockage
(i.e., βB = 0.0057).
One of the important issues in the design of the system

using AMC is the optimization of MCS operation (i.e. the
selection of MCS levels for channel states) so that the highest
system throughput can be achieved. The operation of MCS
depends on the selection of the target frame loss rate Ploss.
This phenomenon is investigated in Fig. 9, which shows the
TCP normalized throughput with different shape factor, m,
versus Ploss. It is seen that, at the Ploss = 10−2 for all
Nakagami shape factorm, the TCP throughput is maximized.
This result reveals the joint design problem of AMC at the
PHY layer and IR-HARQ at the link layer. In particular, when
the higher value of target Ploss is set for the AMC, the system
can have more chances to select the higher MCS levels for
transmission, resulting in the increase of the TCP throughput.
Nevertheless, high value of target Ploss leads to high frame
loss rate (FLR) in the system due to the fact that FLR of
higher MCS level is larger than that of lower MCS level for a
given value of SNR. There is no guarantee that the transmitted
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FIGURE 9. The normalized TCP throughput vs. target frame loss rate for
different values of m.

data will be correctly received at the receiver side and many
retransmissions performed by IR-HARQ may be required to
cover the transmission errors, which may degrade the TCP
throughput. Therefore, there exists an optimal value of target
Ploss.
Now, using the optimal Ploss = 10−2, in Fig. 10, we quan-

titatively highlight the effectiveness of using IR-HARQ to
improve the TCP throughput performance over mmWave
fading channels. Evidently, the TCP throughput increases
significantly when IR-HARQ is employed. For instance, TCP
connection is basically not available (the normalized TCP
throughput η ' 0) in the low regime of SNR (SNR ≤ 2 dB)
when no IR-HARQ is employed. The normalized TCP

FIGURE 10. The normalized TCP throughput vs. average received SNR for
different persistent levels of IR-HARQ.

FIGURE 11. The normalized TCP throughput vs. maximum transmission
rate for different average RTT in case of blockage and non-blockage.

throughput is considerably improved, it is in fact higher
than 0.5 when IR-HARQ is employed at SNR = 2 dB. In
addition, while a higher value of IR-HARQ persistent level
can mitigate the effects of frame loss and increase the TCP
throughput, it also increases the overall end-to-end latency.
The design goals of 5G networks, nonetheless, demand both
high throughput and low latency. We therefore use the persis-
tent level of Nre = 2 as recommended [18]. With this persis-
tent level, the normalized TCP throughput can be 0.6 when
SNR = 2 dB.
Another essential issue of TCP in 5G networks is the

performance evaluation of TCP over large bandwidth-delay
product (BDP) or long fat networks (LNF). Figure 11 inves-
tigates the impact of possible maximum transmission rate on
the normalized TCP throughput for different average RTT,
given Ploss = 10−2. We can see that the performance of
TCP is severely degraded by BDP networks, especially in
presence of blockages. The reason is that the performance of
TCPCubic depends on the time duration between consecutive
loss events and these events occur frequently in the high error
rate environment and high density of blockages which makes
a large amount of data of BDP networks is lost in a given time
duration. For example, as βB = 0.0014, the normalized TCP
throughput is nearly zero in large BDP networks, i.e., when
RTT = 50 ms and maximum transmission rate of 1 Gbps
(BDP = 6,250 kB).
Finally, Fig. 12 illustrates the relation between TCP

Cubic parameters, i.e., multiplicative decrease factor β
[Figs. 12(a) and (b)], Cubic factor α [Figs. 12(c) and (d)],
and TCP throughput performance under impact of differ-
ent fading channel conditions and distance from BS. Also
Ploss = 10−2 is used. Specifically, using Figs. 12(a) and (b)
with α = 1 Mbps, we can find the minimum value of β
required to reach amaximum normalized throughput level for
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FIGURE 12. The normalized TCP Throughput versus β, given α = 1 Mbps
for different values of (a) m with dUE = 30 m and (b) dUE with m = 1.5,
or versus α, given β = 0.7 with respect to (c) m with dUE = 30 m and
(d) dUE with m = 1.5.

different values ofm and dUE. For example, whenm= 1.5 and
dUE = 100 m, in order to reach the maximum normalized
throughput, the β required is 0.82. Similarly, using β = 0.7 in
Figs. 12(c) and (d), we can find the minimum value of α to
achieve amaximum throughput at a particular values ofm and
dUE. For instance, α should be used as 0.6 Mbps to guarantee
the maximum normalized throughput level at m = 1.3 and
dUE = 30 m.

VI. CONCLUSION
In this paper, we presented an analytical framework for TCP
throughput evaluation and optimization over mmWave fading
channels in 5G cellular networks. The framework was con-
structed based on the cross-layer design approach in which
AMC and truncated IR-HARQwere employed at the physical
layer and link layer, respectively. Using the proposed frame-
work, we conducted an investigation on the TCP throughput
performance under effect of different parameters/settings of
AMC and IR-HARQ and performed the Monte Carlo simula-
tions to validate the analytical model. Numerical results illus-
trated the impact of mmWave fading channels and building
blockages on the TCP throughput and supported the selection
of optimal parameters.
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