High-speed color three-dimensional measurement based on parallel confocal detection with a focus tunable lens
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Abstract: Reflectance confocal microscopy is a widely used optical imaging technique for non-destructive three-dimensional (3D) surface measurement. In confocal microscopy, a stack of two-dimensional (2D) images along the axial position is used for 3D reconstruction. This means the speed of 3D volumetric acquisition is limited by the beam scanning and the mechanical axial scanning. To achieve fast volumetric imaging, simultaneous multiple point scanning by parallelizing the beam instead of transverse point scanning can be considered, using a pinhole array. Previously, we developed a direct-view confocal microscope with a focus tunable lens (FTL) to produce a monochrome 3D surface profile of a sample without any mechanical scanning. Here, we report a high-speed color 3D measurement method based on parallel confocal detection. The proposed method produces a color 3D image of an object by acquiring 180 2D color images with an acquisition time of 1 second. We also visualized the color information of the object by overlaying the color obtained with a color area detector and a white LED illumination on top of the 3D surface profile. In addition, we designed an improved optical system to reduce artifacts caused by internal reflections and developed a new algorithm for noise-resistant 3D measurements. The feasibility of the proposed non-contact high-speed color 3D measurement for use in industrial or biomedical fields was demonstrated by imaging the color 3D shapes of various specimens. We anticipate that this technology can be utilized in various fields, where rapid 3D surface profiles with color information are required.
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1. Introduction

Confocal microscopy is a non-destructive optical imaging technique that provides high spatial resolution and high contrast using a confocal pinhole that rejects out-of-focus light, while in-focus light passes through [1]. Because the signal from the focal point of the objective lens in confocal microscopy can only be detected through the conjugated pinhole, it enables non-contact optical sectioning with high spatial resolution [1–4]. In particular, reflectance confocal microscopy (RCM), which detects the back-reflected signal from the object, has been used as a powerful imaging tool for various industrial fields that require non-contact three-dimensional (3D) measurement. It is widely used in the surface evaluation and inspection of industrial tools and materials [5–10]. Because this non-contact optical 3D measurement can obtain clear in-focus surface information and accurate surface profiles of an object without exposing it to damage, RCM is widely used for a variety of 3D measurements [2,11].

In general, to reconstruct a 3D image in confocal microscopy, it is necessary to acquire a stack of sequential two-dimensional (2D) images according to focal depth [12–15]. Also, in
conventional point-scanning RCM, to generate a single 2D cross-sectional image, transverse scanning is needed, which is generally achieved by beam scanning with a combination of galvanometer scanner, resonant scanner, or polygon scanner. However, the speed of the beam scanning is limited by the mechanical scanners [4,13,16].

To overcome this speed limitation in 2D imaging, simultaneous multiple point scanning can be considered, such as spinning-disk confocal microscopy [16,17]. In the spinning-disk method, a pinhole array, which is arranged in a spiral shape on a disk, generates multiple foci on the object and detects the returning light through the pinholes. The 2D image is acquired by an area detector instead of a point detector, while the spinning-disk with the pinhole array rotates so that the multiple foci can cover the entire 2D area. [4]. Another disk containing a micro-lens array coaxially arranged to the pinhole array on the spinning-disk can be added to increase light efficiency [18].

Although tandem scanning can be faster than the transverse point scanning, the acquisition speed is still limited by the mechanical rotation of the spinning disks. Also, if synchronization between the spinning-disk and the image acquisition is not perfect, the resulting spiral-shaped banding noise pattern will affect image quality [19]. The bulky system and potential vibration are additional disadvantages of the spinning-disk approach.

Direct-view confocal microscopy is another method that can simultaneously acquire multiple points. It uses a stationary pinhole array arranged in a rectangular shape, like an area detector [20]. Because the pinholes in the pinhole array cover the full 2D imaging range, no transverse scanning is required, unlike the spinning-disk method. A micro-lens array can also be used to improve light efficiency [21].

Because it uses no mechanical scanning modules, the acquisition speed is no longer limited by the speed of transverse scanning in the direct-view confocal detection.

3D volumetric image speed can also be affected by an axial scanning method, as well as transverse scanning. Since mechanical scanning of the objective lens or the sample is required to change the axial focal position, the speed to acquire 3D volume is limited by the mechanical movements of the axial scanner [22].

To overcome the limit imposed by the mechanical axial scanning, a focus tunable lens (FTL) can be utilized [23–25]. The FTL has a deformable elastic surface that enables the lens to have a variable focal length by changing its surface [26]. Axial scanning with an FTL can boost the acquisition rate of 3D volume, which is then only limited by the maximum frame rate of the camera. Jeong et al. proposed a 3D measurement approach based on direct-view confocal microscopy using an electrically tunable lens [27], however this used a narrow-band light source and a monochrome camera to produce a height map only. Thus, it could not provide color 3D information of the sample. Furthermore, it suffered from strong back reflection by the pinhole array, resulting in a decreased signal-to-noise ratio (SNR).

In this work, we report a color 3D measurement system based on parallel confocal detection. By using an FTL instead of an axial mechanical scanner, we acquired a series of 2D images through the depth without any mechanical scanning, thus eliminating several problems related to mechanical scanning, such as the limited scanning speed, bulkiness, and vibration. We achieved high-speed volumetric imaging of up to 1 volume (200 × 140 × 180 discrete voxels) per second using a high-speed color complementary metal-oxide semiconductor (CMOS) camera. 1 volume covers a truncated pyramid shape with a top area of 16.1 × 11.3 mm, a bottom area of 18.6 × 13.0 mm, and a height of 17.0 mm. Moreover, the use of a broadband light source enabled the color 3D imaging to provide detailed surface information, with the color information overlaid on top of the object surface. With a newly designed optical setup to reduce the artifacts caused by the internal reflection of the pinhole array, the proposed method can acquire high-SNR images with an SNR value of around 40 on a linear scale [28,29]. We also developed a new 3D reconstruction algorithm that is more robust to noise by utilizing the CMOS camera as a virtual pinhole array.
This virtual pinhole allows us to apply additional post-processing algorithms that improve the 3D reconstruction [30]. By calculating the cross-correlation values with the pinhole shape instead of the intensity, we could acquire accurate 3D measurements of the object surface. 3D measurements of various samples are provided to demonstrate the performance capabilities and the potential impact of this technique.

2. Methods

2.1. Working principles

The basic working principle of our parallel confocal 3D measurement system is based on the direct-view scheme proposed in our previous study [27], but there are several major advancements. Jeong et al. used one pinhole array placed after the beam splitter, which is commonly used for both illumination and detection [27], as shown in Fig. 1(a). While this method ensures perfect alignment between the illumination and detection, the strong back-reflection by the pinhole array increased the back-ground noise of the image sensor, which significantly reduced the SNR. Thus, we modified the illumination and detection scheme to avoid the back-reflection from the pinhole array, as shown in Fig. 1(b).

![Fig. 1. Schematic diagram of direct-view confocal microscopy which uses (a) common pinhole array for illumination and detection, and (b) two separate pinhole arrays for illumination and detection.](image)

To separate the illumination and the detection pinhole array, we placed the illumination pinhole array in front of the beam splitter. This way, the back-reflection at the surface of the pinhole array no longer affects the image quality. We used the area camera as the image sensor, which works as a virtual detection pinhole array. Because it is placed at the conjugate plane with the illumination pinhole array and the focal plane of the objective lens, an in-focus image signal can be obtained by applying post-processing using the pinhole array information.

Once the illumination beam passes through the illumination pinhole array, multiple beams from each pinhole are created and illuminated onto the object. The area camera sequentially captures the object images with varying focal planes. When the object’s surface is on the focal plane of the objective lens, the camera captures a bright pinhole image, otherwise a blurred weak signal is captured. By detecting the strong and clear pinhole pattern, we can determine the height, which is defined by the peak axial position of the axial response, at the corresponding pinhole position. Since the pinhole pattern covers the 2D area of the object, 3D surface map can be restored. In particular, by using a color camera, we can reconstruct the color 3D surface of the object.

2.2. System design

Figure 2 shows a schematic diagram of the proposed parallel confocal detection system. We fabricated a custom pinhole array, which is composed of an etched chrome coating with a pinhole array pattern on a soda-lime glass plate with a thickness of 1.6 mm. The size of the pinhole array
was 11 × 7.7 mm. The pinhole array has 200 × 140 pinholes with diameters of 30 µm and a pitch of 55 µm, which was defined as the distance between two adjacent pinhole centers. In direct-view confocal microscopy, the pitch of the pinhole array limits the lateral resolution of 3D imaging. Although a smaller pitch is desirable for better lateral resolution, the SNR and depth resolution degrade as the pinhole pitch decreases due to cross-talk from adjacent pinholes. Therefore, in this study, the pinhole pitch was set slightly larger than the full-width at half-maximum (FWHM) of a single pinhole on the conjugate image plane.

**Fig. 2.** A schematic diagram of the proposed high-speed color 3D measurement system with a focus tunable lens. WLS: white light source, CL: condenser lens, PA: pinhole array, PBS: polarizing beam splitter, FTLA: focus tunable lens assembly.

A high-power broadband light incoherent light source (MCWHL1, Thorlabs, Newton, NJ) was used as a light source for color imaging. The illuminated beam passes through the pinhole array to form multiple foci. In order to reduce artifacts from internal reflections of the optical components, a cube polarizing beam splitter (PBS251, Thorlabs, Newton, NJ) was used along with film linear polarizers (HTA008, Midwest Optical Systems, Palatine, IL) and a polymer quarter-wave plate (APQ10ME-532, Thorlabs, Newton, NJ). With two orthogonal polarization states on the illumination and imaging path, unwanted internal reflections of the optical components were effectively rejected by the detector polarizer, and only the beam reflected from the object, which passed through the quarter-wave plate twice, was detected by the camera. This method improves the SNR by reducing artifacts caused by internal reflections [27]. An image of the pinhole array was formed at the focal plane by the FTL assembly, which was composed of a scan lens (CLS-SL, Thorlabs, Newton, NJ), a FTL (EL-10-30-C-VIS-LD-LP, Optotune Switzerland AG, Dietikon, CH), and a tube lens (TTL100-A, Thorlabs, Newton, NJ). The distance between the scan lens and the FTL was 29.6 mm and the distance between the FTL and the tube lens was 29.1 mm. The focal length of the system was controlled by changing the elastic surface of the FTL, which was determined by an electrical current. A high-speed color CMOS camera (acA-2040-180kc, Basler AG, Ahrensburg, DE) was used as an area detector. We also used the camera as a virtual imaging pinhole array because it was located on the conjugate plane of the pinhole array and the focal plane of the object. The pinhole array pattern was projected onto the surface of the object, which was then imaged on the camera.

180 sequential images were acquired by the camera with a frame rate of 180 frames/sec, while the focal position was being linearly scanned over 17 mm by controlling the FTL. The images consist of 2000 × 1400 pixels covering a field of view (FOV) of 18.6 × 13.0 mm to 16.1 × 11.3 mm of the object space from the farthest to the nearest focal plane, respectively.

### 2.3. 3D reconstruction algorithms

We developed a 3D reconstruction algorithm to employ with the acquired images. In conventional confocal microscopy, the axial position of the object can be determined by calculating the peak intensity position of the axial response, which is the intensity distribution along the axial direction [31]. Because our system uses a pinhole array and a CMOS camera, with a single depth...
scan, multiple axial responses are acquired simultaneously at each point matching the pinhole arrangement. 200 × 140 virtual pinholes of the CMOS camera corresponding to the center points of each pinhole are used to determine the object height simultaneously. When the object is in focus, not only the intensity gets maximum value, but also the sharp pinhole pattern is formed in the image. Using these features, we developed the 3D reconstruction algorithm as shown in the below flow-chart (Fig. 3).

![Flow-chart of the 3D reconstruction algorithm](image)

**Fig. 3.** A flow-chart of the 3D reconstruction algorithm.

First, while the FTL is scanning the focal length linearly, the CMOS camera captures 180 2D color images of the sample followed by median filtering with a kernel size of 3 to minimize shot noise. Since the pinhole pattern of the pinhole array is projected on the object surface, clear and bright pinhole patterns are formed on the CMOS when the object is in focus, shown as red boxes in Fig. 4. In contrast, when the object is out of focus, the pinhole pattern is not visible and the image gets dimmer, as shown by the blue boxes in Fig. 4. Therefore, to determine the axial position of the sample, we can use not only the axial response of the intensity, but also the changes in the pinhole array image.

![Images of projected pinhole pattern on the surface of a doll with different focal lengths (a) and (b). Red boxes show the magnified view of the in-focus image, and blue boxes show the magnified view of out-of-focus image.](image)

**Fig. 4.** Images of projected pinhole pattern on the surface of a doll with different focal lengths (a) and (b). Red boxes show the magnified view of the in-focus image, and blue boxes show the magnified view of out-of-focus image.

Since the axial response of the intensity is strongly affected by random noise as well as the cross-talk of neighbor pinholes, we decided to use the image of the pinhole array.
Figures 5(a) and 5(b) show the in-focus and out-of-focus CMOS images of a flat gray card, respectively, and Fig. 5(c) shows the axial response at the center pinhole position. While we can find the peak intensity position of the axial response, it also contains significant random noise and background signal. Thus, we calculated the 2D cross-correlation between the acquired images and a 2D Gaussian kernel, which is identical to the image of the pinhole in focus. The 2D cross-correlation value reaches maximum when the object is in focus, as shown in Fig. 5(d) and it gets smaller as the object moves out of focus, as shown in Fig. 5(e). Although only the magnified region of interest (ROI) was shown in the center of the image sensor for visualization purposes, similar pinhole patterns were obtained across the entire sensor area. By obtaining the 2D cross-correlation at the pinhole position along the axial direction, the axial response of the pinhole pattern is acquired with lower noise and higher SNR, as shown in Fig. 5(f). It can then be used to extract the height information. When calculating the axial response, we additionally applied weighted averaging over $5 \times 5$ neighbor pixels, the same weights as the 2D Gaussian kernel. Using this process we can further minimize noise, and were able to robustly acquire an axial response even when the contrast of the pinhole image was low. Since the pinhole pattern was already fixed, we extracted the positions of each pinhole by imaging a flat gray card. We acquired the image of the flat gray card, which has a clear pinhole pattern when in focus, then found $200 \times 140$ local maximum points as pinhole centers. These pre-determined pinhole positions were then used to acquire the axial responses of the sample. In this way, we calculated the height of the object at these positions.

Since the axial response of the 2D cross-correlation reaches maximum when the object is in focus, we needed to find the maximum peak position from the axial response curve of the cross-correlation. In order to further reduce the effect of noise on axial direction, we applied filtering on the axial response curve using the 1D Gaussian distributed kernel, which has the FWHM of the size of the experimentally determined axial response curve. To determine the
peak axial position, a 2nd order polynomial regression was applied to the Gaussian filtered axial response curve at each pinhole point.

After finding the peak point, data points within the FWHM of the axial response were used to find the regression function to estimate the height of the object. We determined the height as a peak axial position of the fitted polynomial regression function of the filtered axial response. We excluded height information when the axial response was abnormal, i.e., having more than 2 peaks, having too low intensity, or having too large FWHM. Then the height map of 200 × 140 points was created using just the set of successfully calculated points. The color map was then created by combining and averaging the color information along the measured surface, then overlaid to the height map.

Because of aberrations in the optical system, the height map can be slightly distorted. We calculated the distorted map by imaging the flat gray card as a standard specimen in advance. The distorted map was removed from the measured height map of the sample as a calibration process. The missing data in the 3D reconstructed image lost to the unsuccessful height calculation were filled by 2D interpolation.

2.4. Preparation of the specimen

We prepared various specimens to verify the imaging performance of our system. The flat gray card was used to extract the center positions of each pinhole. It was also used for measuring the distorted height map to compensate the curvature distortion of the optical system, and for measuring axial response and depth resolution.

To experimentally verify and visualize the depth resolution of our system, we fabricated a small height specimen made of flat aluminum with a gray color anodized surface. It had several engraved bars with different depths ranging between 20 to 200 µm, to clearly distinguish height in the 3D measurement. We also fabricated a large step height specimen with a step interval of 1 mm and a total height of 7 mm to show the ability of the proposed system to measure a large 3D volume. A color chart (X-Rite ColorChecker Passport, X-Rite, Inc., Grand Rapids, MI) was also used to qualitatively visualize color representation. For various color 3D imaging, we acquired 3D color images of a molded dental plaster, a doll, and an electrical circuit board.

3. Results

3.1. Resolutions and axial response

To predict the lateral resolution and the axial response of our system, we undertook a theoretical simulation of the image formation process using pinhole array images and Gaussian point-spread functions (PSFs) based on Gaussian beam propagation using MATLAB (The MathWorks, Inc., Natick, MA). We assumed that the image of the pinhole array was projected onto the object plane and then imaged by the CMOS camera through the optical system. During this process, the pinhole array image was blurred by convolution operations with an illumination Gaussian PSF and an imaging Gaussian PSF. We repeated this simulation at various focal plane positions. The theoretical lateral resolution and axial response were then calculated.

The optical lateral resolution is defined as the FWHM of the cross-sectional profile of a single pinhole image from a flat object in focus, taking into account that the image is blurred according to the PSF of the optical system. Experimentally, it was measured by imaging the flat gray card. The in-focus image of the pinhole array is shown in Fig. 5(a). In experiments, the optical lateral resolution of the system was measured and found to be 47.0 and 40.7 µm at the farthest and nearest focal planes, respectively, in good agreement with the theoretically predicted values of 46.3 to 40.2 µm. However, since the pitch of the pinhole array was larger than the optical lateral resolution, the effective lateral resolution of the system for 3D imaging was limited. The effective lateral resolution of the system for 3D imaging was 93.0 to 80.5 µm in the object plane from the
farthest to the nearest focal plane. The FOV was measured and found to range from 18.6 × 13.0 mm to 16.1 × 11.3 mm of the object space from the farthest to the nearest focal plane.

The axial response and its FWHM allow us to evaluate the confocal microscopy performance, although these parameters do not solely determine the depth resolution [32]. Experimentally, the flat gray card was used as a standard sample to measure the axial response. We acquired 180 2D images while scanning the focal length by 17 mm, resulting in a depth step of 95 µm. Figure 6(a) shows the axial response of the 2D cross-correlation between the acquired images and the 2D Gaussian kernel along the optics axis. The 1D Gaussian filtered axial response is shown in Fig. 6(b), which has much less random noise. The measured FWHM of the axial response curve was 1.18 mm in the experiment, while 0.95 mm was theoretically predicted. The axial response was slightly wider than predicted, in part due to optical aberrations and a chromatic focal shift.

The depth resolution of confocal profilometry is defined by the minimum distance from which the depth variations of the closely spaced sample surface can be distinguished, while the axial resolution is generally defined as the FWHM of the axial response curve in conventional confocal fluorescence microscopy and optical coherence tomography (OCT) [33,34]. Therefore, the depth resolution of our system, denoting the precision of the height measurement, can be defined by the standard deviation from the linear fit [32]. Using the data points of the axial response within the FWHM, 2nd order polynomial fitting was applied to find the peak axial position, i.e., the height of the sample. The fitting function allows the peak axial position to be determined with much less error within the FWHM of the axial response of the system, resulting a better depth resolution by orders of magnitude compared to the FWHM [32,33]. To evaluate the depth resolution of our system experimentally, we selected an ROI with a pixel size of 67 × 67 at the center of the 3D image, which covered about one-sixth of the overall region. The standard deviation of the measured height in this area, i.e., the depth resolution, was 9.37 µm.

### 3.2. Step height measurement

To experimentally verify the depth resolution and to visualize the ability of the imaging system to discriminate a small height step, we measured the custom-made small height sample. A photograph and schematic of the height sample are shown in Figs. 7(a) and 7(b), respectively. The width and separation of each engraved surface was 1 mm and the engraved surface had different depths, as indicated in Fig. 7(b). The 3D imaging result of the orange rectangular box in Fig. 7(a) is presented in Fig. 7(c) after applying 3 × 3 median filtering to suppress the noise. The red and black asterisk indicates the engraved surface, with depths of 20 µm and 40 µm, respectively. Figure 7(d) shows a cross-sectional profile along the dotted green line on the color
3D image in Fig. 7(c). Our system clearly distinguished the engraved bars with a depth of 20 µm in the color 3D image and the cross-sectional profile, confirming that our system can discriminate steps smaller than 20 µm.

Fig. 7. (a) A photograph and (b) schematic diagram of the specimen with small engraved bars. (c) 3D imaging result of fabricated specimen, and (d) cross-sectional profile.

To verify that our system can acquire large 3D volume, the large step height specimen was measured. The large step height specimen was made of aluminum with gray color anodization. The interval between each stair was 1 mm except the first 3 mm step. Total height of the specimen was 7 mm from ground level. A photograph and a height map of the indicated area (red box) are shown in Figs. 8(a) and 8(b), respectively. The height map (Fig. 8(b)) represents the reconstructed height of the object using a pseudo-color scale. Our system was able to clearly express the different heights of the step height specimen with large 3D volume. Figure 8(c) shows the reconstructed color 3D image of the step height specimen by overlaying the acquired color information onto the height map.

Fig. 8. (a) A photograph, (b) height map in pseudo-color, and (c) reconstructed color 3D image of the large step height specimen made of gray-color anodized aluminum.

3.3. Color 3D measurement

The system presented here uses the color CMOS camera and the white LED that covers the entire visible spectrum, allowing it to express color information. Color 3D images of the color chart were acquired to verify the capability of the system to express color information. Figure 9(a) shows a photograph of the color chart, which contains red, green and blue squares in the left column and dark gray, light gray and white squares in the right column. The reconstructed color 3D images of the black and orange dashed box regions in Fig. 9(a) are shown in Figs. 9(b) and 9(c), respectively. The acquired colors are able to express the red, green, and blue (RGB) color information of the color chart well. The colors in Fig. 9(a) are slightly different from the colors
in Figs. 9(b) and 9(c), as the white-light illumination and the white balance settings differed between the photograph and the images taken with the proposed technology.

**Fig. 9.** (a) A photograph of the color chart and the reconstructed color 3D images acquired by the presented system in the regions of (b) the black dashed box and (c) the orange dashed box.

In order to verify the feasibility of applying the presented technique in various fields which need non-contact and rapid 3D measurement, we acquired color 3D images of a dental plaster model made of gypsum, a doll, and an electronic circuit board. A photograph and the reconstructed color 3D image of the indicated area (red box in Fig. 10(a)) of the dental plaster model area are shown in Figs. 10(a) and 10(b), respectively. The complicated surface shape of the molded molar was clearly visualized. A photograph and the reconstructed color 3D image of indicated area (blue box in Fig. 10(c)) of the doll are shown in Figs. 10(c) and 10(d), respectively. The detailed shape of the surface and the color information was well presented. A photograph and the

**Fig. 10.** (a) A photograph and (b) reconstructed 3D image of molded dental plaster (See Visualization 1). (c) A photograph and (d) reconstructed 3D image of doll (See Visualization 2). (e) A photograph and (f) reconstructed 3D image of an electronic circuit board (See Visualization 3).
reconstructed color 3D image of the indicated area (orange box, in Fig. 10(e)) of the electronic circuit board are shown in Figs. 10(e) and 10(f), respectively. The small electronic components on the printed circuit board and surface details were successfully represented with the color and height information. The movies of the 3D images of the specimens with different viewing angles are shown in Visualizations 1 to 3.

4. Conclusion and discussions

In summary, we demonstrated a high-speed color 3D measurement system based on parallel confocal detection with the FTL. The parallel confocal detection method with the FTL enables scanner-less full 3D volumetric imaging. The system presented here covers a 3D volume (200 × 140 × 180 discrete voxels) in the form of the truncated pyramid with a top area of 16.1 × 11.3 mm, a bottom area of 18.6 × 13.0 mm, and a height of 17.0 mm. It has a depth resolution of 9.37 µm and a lateral resolution of 93.0 to 80.5 µm at the farthest and nearest focal plane, respectively. We successfully demonstrated 3D color images of various specimens, such as the molded dental plaster, the doll, and the electronic circuit board, to demonstrate the feasibility of non-contact rapid 3D reconstruction for various applications.

In fact, there are many other color 3D measurement methods, such as color OCT, imaging topological radar (ITR), and structured light illumination. Yu et al. [35] reported a full-color 3D wide-field OCT that produces tomographic 3D images using a color charge-coupled device (CCD) camera and red, green, and blue LEDs. It takes a few seconds to acquire the 3D volume, which depends on the axial height of the sample (145 to 980 µm thick) and its axial sampling interval (5 to 10 µm) with the CCD camera at a frame rate of 30 frames/sec. The authors state that the color OCT may be useful for physiological and pathological applications given its ability to monitor tissue structures in natural colors. Ceccarelli et al. [36] reported an RGB-ITR system that acquires color 3D images using a laser scanner and three amplitude-modulated lasers in the visible spectrum. Although this technique requires long acquisition times ranging from a minimum of one hour to a maximum of one week, the RGB-ITR system is suitable for the 3D modeling of medium/large artistic and cultural heritage items, such as chapels and sarcophagi. Lou et al. [37] reported 3D hyperspectral imaging based on structured light illumination and optical triangulation. It uses a pattern projector for structured light illumination and a hyperspectral camera with a liquid-crystal tunable filter that captures 30 wavelengths covering the entire visible spectrum. 3D hyperspectral images of the human face were acquired. This system is applicable to dermatology and cosmetology as it can provide optical skin analyses of oxygen, blood, and melanin in 3D, with an acquisition time of less than 5 seconds. While different color 3D imaging techniques have their own pros and cons, our system has several unique advantages. First, based on the direct-view confocal microscopy with the pinhole array and the FTL, the proposed technique acquires a color 3D image within 1 second without any mechanical scanning. Secondly, the optical system is small and compact enough to be developed as a hand-held device. Finally, our system can express the color information of an object by capturing full-field images using a color CMOS camera with illumination using a white LED.

The measured FWHM of the axial response of the proposed system was found to be 1.18 mm, which is about 9 times larger compared to that in our previous work [27]. The main reason for the broadening of the axial response is the difference in the effective numerical aperture (NA) between the proposed system and our previous system. The FWHM of the axial response in confocal microscopy is proportional to the square of the NA [31]. While the NA of the previous system was 0.1, the NA of the current system is 0.03 for illumination and 0.05 for imaging, as the current system has a longer focal length and a wider FOV. The NA difference accounts for the difference of nearly sevenfold in the FWHM. In addition, the broad-band white LED used in this study may induce a chromatic focal shift, while the monochromatic LED used in the previous study caused only a minimal chromatic focal shift. In confocal profilometry, the depth resolution
is affected by many factors, including the width of the axial response, the SNR, the axial step size, and the peak detection algorithm used [27,32]. In fact, the depth resolution of the current system is similar to that of the previous system, despite the fact that the axial response is much broader due to the improved SNR and the improved peak detection algorithm.

This technique poses some challenges to acquiring accurate 3D measurements. A major challenge is the data loss due to specular reflection or shaded regions. To acquire accurate 3D height information as well as undistorted color information, the intensities of each point over the FOV must be within a particular range to obtain suitable axial responses. It is hard to apply the algorithm to determine height because saturated data causes an incorrect estimation of height in the case of specular reflection. Low intensity in the shaded regions made it difficult to obtain accurate height information due to detector noise. Thus, we had to exclude these points from the height determination algorithm. For 3D visualization, we interpolated both the height and color of these undetermined points using neighbor points, which inevitably induced distortion in the 3D color image. A high dynamic range (HDR) imaging technique is one solution for relieving problems associated with specular reflection. HDR imaging can be achieved by modulating the intensity of the light source in our system. By dynamically controlling the luminosity of the light source, images of both the bright area with specular reflection and the dark area with shading can be adjusted to within a suitable range.

Our system has different FOVs along the focal plane, because it was designed with a non-telecentric configuration. In the telecentric configuration where the magnification is constant regardless of the focal position, the aperture of the imaging optics should be larger than the FOV. However, due to the relatively large FOV compared to the optics, it was difficult to design the optical system to be telecentric. Because the FOV changes depending on the focal plane, post-processing is required to compensate for the FOV changes for accurate 3D measurements.

In direct-view confocal microscopy, the pinhole array forms multiple foci, and the area detector enables to acquire images of the multiple foci, simultaneously. While it is possible simultaneously to obtain the axial positions of the object using the number of pinholes in the pinhole array, any object features in the blank areas between the pinholes in the pinhole array will be missing, as object information only on the pinhole array pattern can be sampled. This is an inevitable limitation of the direct-view confocal microscopy which uses a pinhole array. The object information in the blank area can be restored by interpolating the information of adjacent pinholes in most cases when there is no abrupt change in the object. However, if there are features smaller than the pinhole pitch, the information will be lost. There is also a possibility of aliasing problems. Therefore, care should be taken when applying this imaging technology. This problem can potentially be solved by moving the pinhole array half a pitch laterally to cover the blank area and reacquiring the image to realize an effective decrease in the sampling interval. This can be done using piezoelectric actuators or voice-coil motors.

Because the acquisition speed of the proposed parallel confocal detection with the FTL is only limited by the frame rate of the camera and power of the illumination in our system, real-time 3D measurement may be achieved with a higher speed area camera and a high-power white LED. We anticipate that this high-speed non-contact color 3D measurement technology will be applicable in various fields, where accurate and fast 3D measurements are necessary. Potential biomedical applications include 3D dental scanning, intraoral scanners [27,38,39], bone scanning for prosthetics [40], plastic surgery [41], and face and skin restoration procedures for those with damaged skin [41–43]. In addition, due to the non-destructive color 3D measurement capability of the proposed technique, it can be useful for inspecting various products, such as electronic boards [43–45]. This technique may also be used during restoration projects involving works of art, such as paintings, sculptures, and other cultural assets [43,46]. It may also be a useful 3D scanning tool for 3D printing, where digitizing physical objects is often required.
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