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ABSTRACT

In this paper, we present a novel method for remgpioreground objects in multi-view images. Unltke conventional
methods, which locate the foreground objects ictera way, we intend to develop an automated sysiéra proposed
algorithm consists of two modules: 1) object detecand removal, and 2) detected foreground filtage. The depth
information of multi-view images is a critical caelopted in this algorithm. By multi-view images,stnot meant a
multi-camera equipped system. We use only onealigamera and take photos by hand. Although it ssyse bad
matching result, it is sufficient to detect and o the foreground object by using coarse deptbrimétion. The
experimental results indicate that the proposedralgn provides an effective tool, which can bediseapplications for
digital camera, photo-realistic scene generatiggitad cinema and so on.
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1. INTRODUCTION

Removing unwanted foreground objects is importantthie digital picture/cinema production becauseaiolidtg
foreground-removed background can be a criticaleis§or example, protecting bars or fences surriognd cultural
property may need to be erased for better visdatefBut this procedure is not easy because waaddknow the
location of the foreground objects and the texafréhe region which is concealed by foreground ctsje

Existing works in this area can be placed into thesses. In the first class, several images ai toseconstruct the full
background scene [1-4]. For example, Diego Cetinal. [2] present the generation of occlusion-free iaiéf view for
the realistic texturing of 3D models. They recounstrithe geometric model of image by using sevenalges at different
view. Cormac Herley [3] combines the image sequeride same view position to remove occlusionghatdifferent
position of image sequence, occlusions vary cootisly. So the “good” data that is the unobstruatiesv of the arch
can be used for reference. In the second clashjsiaa region is interpolated in image inpaintinga[5-7]. Nielseret.
al. present an interactive system for removing undbkr object in digital pictures [5]. After seledian undesirable
object in image, a hole-filling technique is inféd to generate a seamless background portiorY]IrCfiminisi et. al.
propose for filling in the hole that is left behimda visually plausible way. The actual color edware computed using
exemplar-based synthesis.

But in most prior works, although they show goodfgenance there are still some drawbacks. In tte fiase which
uses several images, object region can not betedlacitomatically in image [2]. Or they use imaggquence at fixed
position. In this case only moving object can beded automatically [3]. In the other case, inaataiinformation can
be used to fill the occluded region in image ingam area [5, 7]. If the area to be fillésl wide, the object-removed
image may be somewhat unnatural. So in this papempropose a foreground object removal algorithat tperates
automatically by using multi-view images withouingsany additional information.

As mentioned, our work consists of two parts:

1. Object detection and removal: Since the mubiavimages system provides different view images, fthheground
objects can be detected by using depth informatimie that the goal here is to locate the foregdoregions, thus a



coarse depth map is enough. This coarse depthmatan is compared with homogeneous regions, wisiclibtained by
image segmentation. Using this procedure we cascttte foreground object.

2. Detected foreground filling: To generate a fooemd-removed background, the detected foregroagibmns need to
be filled with appropriate texture, which can beadted from the corresponding locations in the estaview image.
Since the depth value is not perfect, the mearadigpis computed from its neighbor pixels for fing corresponding
locations.

The rest of this paper is organized as follows. Ghject detection and removal module is presentesection 2. In
section 3, details of detected foreground fillingdule are described. Section 4 shows several erpatal results, and
finally section 5 concludes the paper and bringsape future works.

2. OBJECT DETECTION AND REMOVAL

In this paper, our goal is to remove unwanted fayegd objects. With this simple constraint, it isspible that the
process of our algorithm works in an unsupervisathmer. In this section, we propose an object remalgmrithm,
which consists of parts: image segmentation, stenatching, region-based coarse depth map. Each vsilebe
discussed in detail.

2.1 Image segmentation

Image segmentation is useful in many applicatiarsdividing each image into some regions. In ouprapch, this
technique is necessary for detecting accurate larigwl of the object region. Existing work in thieea can be
categorized into two classes.

One is color-based segmentation [8, 9]. Color gmatibn and spatial segmentation are critical doghis approach. In
most cases these papers have good performancékeilubperation is somewhat slow because the inpiggls are
qguantized and replaced by their corresponding deial.

In the other class, a boundary between two reg®nsin clue. This edge-based image segmentatimedea predicate
for measuring the evidence for a boundary [10-$2Jne weights on each edge measure the dissimitaityeen pixels.
So, similar regions are connected by the degrearidbility in neighboring regions of image.

© ()

Fig. 1. (a) Inharmony, (b) School, (c) Cup, (d) Daary. Right images are the segmented images. Timag be some
unwanted foreground objects in a scene.



We adopt edge-based image segmentation [11] betligsmethod also has good result and runs in tigaly linear
according to the number of edges. First, we ol#dme information by using Sobel mask. Then we coepaighboring
pixels at each pixel of edge. If the differencevssn neighboring pixels is smaller than such thokekhthe regions

which include that pixel are combined. There are parameters and k.o is a Gaussian blurring factor and k sets a
scale of observation. In other words, the largerauses severe blurring effect and the larger kesa preference for

larger components. For a consistent result, wehes@arameter value, = 1.0 and k = 300 for all test images. Figure 1

shows the segmentation results. Left one is agréerimage and right one is a segmented imagesizéeof all images
is 512x384.

2.2 Stereo matching

In multi-view camera system people can feel thessei distance by the disparity of each objectringe. According to
the position of object in image, the object whismear from the camera has large disparity wheheasbject which is
far from camera has small disparity. There are napers about generating disparity map by usirgyfdature. Most
existing works in this area are region-based féicieht and fast process [13-17]. Many attributg;h as pixel intensity,
edge, corner and so on, are used for detectingsmonding pixel or area in different image. Notat tthe camera
calibration does not matter in this multi-view caen&amework.

As explained, only one cameisused in taking multiple pictures in our appraathus, conventional stereo matching
algorithms are not suitable for this case which rhaye non-zero disparity in vertical direction. &rthe goal in this
paper is to delete foreground objects rather thsimating a dense depth map, just a coarse depgthisnanough to
achieve the goal.

In general, stereo matching methods dealing with barizontal displacement are considered to hast-fitted epipole
line. In our approach, however, we also allow fertical disparity. Table 1 summarizes the dispamiiyp generating
algorithm in terms of pseudocode.

Tablel. Pseudocode of the algorithm for generatisparity map.

( Parameter: search_range_x = 48, searchrang&2ybiocksize = 4)

for x = 0 to image_width {
for y = 0 to image_height {
best_matching = max_value;
for m = x — search_range_x/2 to x + searatigeax/2 {
for n =y — search_range_y/2 to y + searahge_y/2 {
sum = 0;
for a = a — blocksize/2 to a + blocké?z{
for b = b — blocksize/2 to b + blei@e/2 {
accum += abs(Ref_Img[y — block#?z x — blocksize/2], Neigh_Img[b, a]);
X++; }
X = X — blocksize;
y++}
if (sum < max_value) { then,
max_value = sum;
disparity_x =m;
disparity_y =n; }
1}
disparity = sqrt( (x — disparity 3 (y — disparity_yj);
3}

The disparity map of our approach is shown in RigDark pixels denote small disparity values wheredaght pixels
denote large disparity values. Although the obwidisparity maps contain erroneous pixels duextuteless region on
background, illumination condition by different pice time, non-consensus epipole line, etc., ishewn that the



foreground object is well-located. In the followisgib-section, we detect the foreground object usiig disparity
information.

(b)

Fig. 2. Disparity map under our system. (a) Sch(mlRoad.

2.3 Region-Based Coar se Depth Map

The previous two stages yield a segmented referiemage and a coarse disparity map. Our next stép ¢éenvert the
coarse disparity map into a region-based depth g region-based depth map is obtained by takingvarage depth
value on each segmented region, i.e.

1
RV,=— > D(x}y) for 0<n<region_nun

n (X Y)OR,

R, mean:-th segmented regioRV, is average depth value of regiBy N, is the number of pixels belongingRy, and
D(x, y) is depth value at each pixe{, (). The ternmregion_numis the number of segmented region. Figure 3 shbess
result of region-based depth map.

Since foreground object is expected to have thgelrdepth value, the region with the largest ayeidepth value is
selected us the foreground region. We denote af smiordinates of points in the foreground objedF@, then it can be
expressed as follows:

n, =arg max Ry, 0< K region nu

Fo={(xy)OR}

Since the right most or left most side of the imaggy not have the matching region, we impose atwns that the
foreground objects are not located by the imagentary and it is expressed as follows:

FO = {(x, VWOR, for%x width< x<1—90>< widt%\



(d)
Fig. 3. Reference image and Region-based depth irf@geharmony, (b) School, (c) Cup, (d) Dormitory.

Based on above expression, object 1@@g, y) can be defined.

1 for k,yQJFO
0 for otherwise

O(x y) = {
The final decision on the foreground object is nearkn black in Fig. 4. Also, Table 2 describesdhenparison between
experimental result and ground truth map. In oyragch, object map is expanded into 4 direction8 pixels because
the border of the detected object may not be walleimed. Hence, it should be noted that the larige faositive rates in
Table 2 are due to this expansion. Since the exgahfateground regions need to be filled with cquoesling texture in
the other image, this expansion is not criticale Thtical problem is how to deal with false negesi as shown in Table
2. We see, from experiments, the false negative isatisually less than 3%. In the case of “SchavoHge, the false
negative rate is higher because the hook is sega@sta different region from the pole.

Table 2. Comparison of object detection with grotmith map.

Inhar mony School Cup Dor mitory
Total object pixel 8118 4479 8816 11369
False negative (non-detected object pixels) 30 171 4 321
False positive (detected non-object pixels) 1655 612 888 3806
False negativerate (%) 0.37 3.82 0.05 2.82
False positiverate (%) 20.76 17.48 10.07 36.30

3. FILLING DETECTED FOREGROUND OBJECTS

To generate foreground-removed background, thectbetdoreground regions need to be filled with appiate texture,
which can be obtained from the corresponding locatin the nearest view image. In order to finddisparity values in
the foreground regions, we use the disparity vatii¢ke neighboring pixels.
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Fig. 4. Object removal image. Center image is oletiby our algorithm. Right image is ground truthpniiy removing
object manually. (a) inharmony, (b) school, (c) Cup
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Fig. 5. The method map of filling detected foregrduegion.

The proposed filling process is simple and fassfawn in Fig. 5, in which pixels in green are detdcforeground
pixels whereas others belong to background redioatly, foreground pixels are partitioned intotlside and right side
pixels. Secondly, we average the disparity valueth® left- and right- nearest five pixels (LNP, RN Finally, using
these averaged disparity values, the correspompiiad values of the foreground pixels are takemfithe other image.



4. EXPERIMENTAL RESULTS

The proposed full automatic object removal alganithas been tested on a variety of multi-view imadée size of all
test images is 512x384 pixels. The test imagedaken with a digital camera, Olympus FE-230. Thetyses were
captured by hand without using a tripod. A refeeepicture is taken first, and the image of the othew is taken after
moving the camera aside a little. Note that, uniitber object removal algorithms [2, 5] which reqgua manual
selection of the object region, our approach opsratitomatically owing to using multiple-view imagé is important
to note that a perfect stereo camera system isguassary for our approach.

(d)

Fig. 6. The experimental results. Left and middbages are input multi-view images and the rightgenes object removed
image. (a) Inharmony, (b) School, (c) Dormitory) Qup.



Fig. 7. Comparison of the result of the proposed@hm (middle) and ground truth obtained manyatit).

The experimental results are shown in Fig. 6. &“®chool” and “Dormitory” images, there are sorifing errors near
the hook and inside a car. This error is mainly thuenis-segmentation (refer to Fig. 1-(b), (d))gute 7 shows the
comparison with ground truth of “Inharmony” imad®e hardly see the difference between them.

5. CONCLUSION AND FUTURE WORK

In this paper, we present a fully automated mefloodemoving foreground object in multi-view imaggstem. Unlike
the previous research work [2, 5], in which cormgling points are manually identified, the propoakgpbrithm allows
automatic reconstruction of background since isudepth information obtained from multi-view imagétsshould be
noted that the proposed system does not requirgostamera setting; just a hand-held camera is gnodgh Reducing
false negatives are our on-going work. A bettemssgation algorithm and efficient inpainting teajuré are inevitable
for improving performance of the proposed systehesk absolutely include our future research work.

The proposed scheme will be a useful tool for digiicture and cinema editing. This technique s appropriate for
applications, such as photo-realistic scene generatontent-based coding in MPEG-4 and so on.
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