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Abstract—In this paper, we present effective methods for
music  summarization which  automatically extract a
representative portion of the music by signal procssing
technology. Our proposed method uses 2-dimensionsimilarity
matrix, tempo tracking, and clustering techniques ¢ extract
several segments which have different moods or disslar
semantic structure in the music. The segments exiteed are
combined to generate a complete music summary. Thiaree
main techniques used in this paper are well-knownral widely
used for extracting music summary. However, we usthem in a
different way, and experiments show the proposed nigod
captures the main theme of the music more effectilye than
conventional methods. The experimental results alsshow that
one of the proposed methods could be used for retire
application since the processing time in generatingmusic
summary is much faster than other methods.
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I. INTRODUCTION

Recently, digital music is moving into the mainatre of
consumer life. Sales of single track downloadshi& US in
2004 rose to 142.6 million from 19.2 million in tlsecond
half of 2003 [1]. The digital music market is ralgigjrowing.
As such, there has been great importance placesfficient
management of numerous digital music databases.elaw
locating or browsing through thousands of tracks @

portions of the piece are extracted [4]. In 2000g&n used a
clustering technique and hidden Markov model (HMbd)
extract the key phrases in the music [7]. The nabtixtracts
features from music signals and labels them. Theegments
to analyze music structure and uses some heuristitsd the
key phrase. These methods basically extract jusdia theme
or the most important and representative part ef riusic,
making it difficult to capture various informatiarf the music.
To solve this problem, a few methods have beengseg to
extract several parts of the music after analyzimg music
structure [8], [9], [10]. Some of these use melbdged
metrics to analyze the music structure from theilanity
matrix. One of them uses both a k-means algorithchtdMM
to analyze the music structure. Although the expenital
results in some of the previous works have showndgo
performances, it seems necessary to devise a méthbdan

reduce processing time and find more advanced music

summary based on music psychology. In the aspentusic
psychology, rhythm is the most fundamental factor i
classifying the mood of music with other factorschsuas
timbre and tonality [11]. If we use these charastes when
we generate a music summary that includes severs pf
music, we can more easily extract dissimilar sedgmeBut
most of the methods use the rhythm of music justaas
supporting factor in summarizing music. Therefoifewe
track the rhythm or tempo of music along time a fhst
stage, the output of the summarization algorithnil ‘e
enhanced in the aspect of music psychology. Intiaddito
make the algorithm more robust, we use a diffechundtering

considerable data management problem [2]. Thereforgnethod using variable threshold. Finally, we usebjective

automatic music summarization is very helpful amgpaortant
for music indexing, content-based music retrieaal] on-line
music distribution [3]. Typical methods for
summarization use 2-dimensional (2D) similarity mxaf2],

[4], [5], [6]. The method segments music signate ianiform
length, extracts features from the frames, andsfihe frame-
to-frame similarity. Then, the matrix is used foattern
matching. If some part of the music is repeatedradttime in
the music, the distribution of similarity valuestbé latter part
is similar to the previous one. So, we can find thest
matching music phrase, and the phrase could beptmal

summary of the music. Some methods apply singuduev
decomposition to the similarity matrix to find regped or
substantially similar groups of segments [2]. Othethods
compute a summary score by simply summing colunfilseo
similarity matrix. Then, the most representativent@uous

measure to evaluate the proposed methods. Thasehdw
that one of the proposed methods is relatively gaod

MUSIC capturing the main theme of music and the othepjgicable

to real-time application.
Il. FUNDAMENTALS

A. Feature extraction

We extract features from acoustic music signalse Th
process of feature extraction is illustrated in.Fig Mel-
Frequency Cepstral Coefficient (MFCC) is well-knovior
speech and audio signal processing. Other featuek as
spectral contrast and shape features [12], [13hB@ used for
music signal processing. The spectral contrastifeanay be
more suitable for music signal processing than MEDE the
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Fig. 1. Basic process of the feature extraction

octave scale filter bank is also frequently useat iBdepends
on the application. In our experiments, MFCC wa®djo
enough to analyze the similarity and dissimilaritgtween
signals. And, linear predictive cepstral coeffitcidoPCC) was
better in discriminating delicate differences ofmltire.
However, our focus is not on the differences ofbtienbut on
the explicit differences of music. Thus, MFCC is rmo
reasonable. So, we use only MFCC features in tiympand
the K-L transform is performed to map it onto athogonal
space and remove correlation among dimensionsatiries.

B. 2D similarity matrix

2D similarity or self-similarity matrix is used sia it
effectively shows visual information for music suamzation.
To visualize the similarity between frames, a samify
measure S(i,j) is calculated for all combinatiorfs fame
indices i and j. Then an image is constructed abdhch pixel
at location i, j of the image is represented byaysgcale value
proportional to the similarity measure, which isled so that
the maximum similarity is given by the maximum lintigess
[5]. So, a 2D similarity matrix is obtained as @ls. First, an
input music signal is segmented with uniform lengthen, a
feature vector is extracted at each frame. Fipathen \fand
V; are feature vectors of i-th and j-th frames, fremérame
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Fig. 2. 2D similarity matrix of music signals whiblave same phrase played
by piano, electric guitars and flute, sequentially.

duration is 60 seconds. It is shown that the lotniangular of
the matrix is black because the similarity matgxsymmetric
so we did not process the lower triangular part. &&e also
find that the self similarity between phrases pthys the
same instrument is high and the cross similaritywben
phrases played by different instruments is relatil@aw.

C. Tempo tracking

We use Alonso’s tempo estimation algorithm whichves
very good performance [14]. The algorithm consddtshree
main modules which are onset detection,
estimation, and beat location estimation. To trémkipo in

Beats Per Minute (BPM), we use a 20 second-analysis

window and 1 second-step size. Thus, the transdfaiempo
along time can be plotted. But it is difficult teaetly track the
tempo in BPM because there may be tempo doublintgper
halvening problem like pitch doubling or halveninghe
problem is caused by the rhythm pattern of musie.afé not
able to exactly track tempo if the interval betws&ong beats

similarity S(i,j) is computed using cosine distance measure a@f music is twice (or half) of the interval of beaalculated by

follows.
Ve VJ-
lvi [101v; |l

The equation is the cosine distance measure whithei dot

S.(,]))= @

product of the feature vectors and normalized by it

magnitudes to remove the dependence on magnitjd&Hds,
this is exactly the cosine of the angle between weotors.
Another similarity metric is the Euclidean distamoeasure. It
is defined as follows.

Se(i,j):”Vi —V; ”2 (2)

We used both the cosine distance measure and tl&lé&an
distance measure. The difference between the twihads
was not considerable, but the Euclidean distancasore was
better than the cosine distance measure when izBgalthe
similarity between feature vectors at the firstgstaFig. 2

shows an example of the matrix based on the Euwmiide

distance. We used an MIDI synthesizer to genetaesame
phrase of music played by three different instrutseihe
duration played by each instrument is 20 seconlgs;Ttotal

real BPM. However, what we want is not exact tenmpBPM
value along time but rough transition informatiohtempo.
So, we can use the structure of tempo transitiongaltime
although the tracked value is not correct. Them, BRM value
along time is quantized and a rough estimationeofigo is
plotted as shown in Fig. 3.
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Fig. 3. Tempo transition along time ( “Orion” by kadica )

I1l. PROPOSED METHOD

The proposed method consists of two componentshwhic

are pre-clustering and main clustering as showrign 4. We
assume that music segments which have similar tesoptd

periodicity



be regarded as a same cluster at the first stagen $he pre-
clustering stage, tempo tracking is performed altmg and
its BPM value is quantized with 10 BPM step sizagiag
from 60 to 220 BPM. Then, each section, which igkr than
some threshold, is clustered after feature extractin our
experiments, the threshold was set to 100 secdimissection

shorter than 100 seconds and longer than 8 secands

regarded as an independent segment to be comHinieel last
stage. The sub-clustering procedure can be explame
follows. First, frames are segmented using novaityre [15].
Then, a mean of each segment is calculated. tffgshold is
fixed, the segmentation technique will not give egio
segments to merge segments, especially when th&enton
change of the music signal is small. So the inttiaéshold is
set to almost maximum similarity value and is dasesl by
feedback. Secondly, the segment similarity is dated using
the cosine distance measure as given in (1) an®ymamic
Time Warping (DTW) method is used to measure tstadce
or dissimilarity between segments. Previous resedras
shown that DTW could be used effectively for musignal
processing [16]. Thus, the total similarity usifge tcosine
distance measure and DTW can be obtained as

Sr(i,))=@A-A)x& () +Ax Sy (1)) @)

where $(i,j)) and S$rw(i,j)) are similarities using cosine
measure and DTW, respectively, andhe lambda is a
weighting factor set to 0.2 which was experimegtathosen
in this work. Thirdly, similar segments are mergesing a
feedback scheme until the number of segments dfter
merging process reaches a predefined range, ahdasan of
the final segments is calculated. After that, treamvector of
feature vectors of each merged segment is used asitel
codeword of k-means algorithm. Then, k-means aligariis
applied to get final codewords. State transitiofisframes
along time are obtained by using the final codewoFRinally,
several post-processing techniques such as defiictgation
of state transition, adding fade-in and fade-otea$ to each
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Fig. 4. Architecture of the proposed algorithm
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Fig. 5. Flowchart of main clustering

IV. EXPERIMENTAL RESULTS AND DISCUSSION

In order to evaluate the methods, four criteriores wsed.
The first is how well the methods grasp the maianth of
music. It is related to the accuracy in Table le Blecuracy is
an average of the percentile representation of réié
between the number of summaries which contain hloeus of
the original song, and the number of total songe Jecond is
how much the method compresses the original musis
related to the compression ratio in Table 1. Them@ssion

segment, and combining each segment are performetﬁtio is an average of the percentile represemtaifahe ratio

Deleting or filtering fluctuations of state transits is very
important because general pop music has varioug-sh
sound effects as in cymbal sound or electronic domhich
cause the feature vectors of adjacent frames tovdrg
dissimilar even though the frames are actuallyudet in the
same cluster. The sub-clustering algorithm is suriz@d in
Fig. 5. In Fig. 5, Negis the number of segments generaéd,
is a predefined number of segments; is a threshold of
similarity at the segmentatio®ouer, up iS @ predefined number

of segments, an@s; is a threshold of similarity used in the

merging process. Thus, we can get several sub-sggme
each segment obtained from the pre-clustering. 3Jiie-
segments which are longer than 8 seconds are osexhé of
the final segments. The length of each segmemsisicted to

between the length of the summarized song andetingth of
the original song. The third is how much the fimalsic
summary contains dissimilar segments of originasimult is
related to the total segments and the total NSRable 1. The
total segments are the total number of segmentsntbod
generated automatically, and the total NSS is tbalt

summation of the NSS which is the number of similar

segments within a summary automatically generaked. last
is how fast the method extracts the summary. rtelated to
the processing time. It is shown in Fig. 6. Wedu$é songs
(Avril Lavigne, Michael Jackson, etc) for evaluatiorhe test
songs were manually annotated to evaluate the acgwand
the NSS. The annotation process was conducted layiduor
who has knowledge of the test songs and music p&ygih

16 seconds. In summary, we segment music by tempSO it was not widely important to include subjeetiests for
transition and cluster each segment again usinguriea performance comparison. And, all the songs are kahgt 16

extracted. Thus, we use tempo transition exhausptif@r
finding more dissimilar and representative partmasic.

kHz with 16bits per sample and mono format. The garson
results are shown in Table 1 and Fig. 6. CL usifigsfands
for the proposed method using tempo tracking, alndefers



TABLE I.THE RESULTS OF PERFORMANCE COMPARISON

Method
HMM CL CLusing TT
Measure
Accuracy (%) 50 20 90
Compression ratio 1316 | 14.75| 17.13
(%)
Total segments 25 22 29
Total NSS 2 2 4
=11l
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Fig. 6. Processing time comparison among proposgitiads with(CL using
TT) or without(CL) tempo tracking, and Peeters mdthsing HMM

to the proposed method using only clustering tespnni And,
the Peeters method is denoted by HMM [8]. The tessHow
that CL using TT is better at capturing the maientie of the
music over other methods. This is because the ibighbf
music, a hook or a chorus, has a different or spebiythm
pattern which is directly related to the tempo acted. So,
tempo tracking is beneficial to catch the hooktaf music as
well as dissimilar parts. This method among thresthmds
also includes the largest number of segments. Mitiad,
there was no big difference in NSS and compresstio.
Thus, we can think the proposed method using tetngoiing
is the best for off-line processing. However, muiche was
needed to track the tempo along time. Thus, théageis not
proper for use in real-time applications which aoarprovide

customized summaries based on user query. The ggdpo

method using only clustering is the fastest amohwee

methods. So, the method may be one of the choaremeél-

time applications although its performance is ¢ best.

However, the performance of the method can be colbedr by

adjusting thresholds such as the predefined numifer
segments at the segmentation and the merging pexel

more segments are extracted, the final summaryddaalude

more various information of music although the cantpess
of the summary deteriorates as the length of thansary

increases.

V. CONCLUSIONS AND FUTURE WORKS

In this paper, we proposed new methods for aut@mati

music summarization which attempt to find seveegrsents
within a single music piece based on music psyayoldn
general, almost all the existing summarization mdshuse the
tempo estimation technique just for finding exacumdaries
or aligning musical phrases. However, we used #mpb
tracking more exhaustively for finding more meaifihg

summaries. The experimental results show that tbpgsed
methods have good performance. The proposed meitiad
tempo tracking could catch the main theme of musiy well
as well as dissimilar parts within a single musiecp. In the
future, we will use more various characteristidatesd to the
rhythm pattern. We can also consider pitch trams#j chord
progressions and tonality of music in later worksis also
needed to use more valuable knowledge on musichpsygy.

In addition, we need to test more various songs for

performance measure. We also hope that this appredich
uses a kind of rhythm pattern in an effort to mélknowledge
on music psychology, inspires several researchiesece to
music signal processing.
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