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Abstract— Optical fiber switch add-drop functions are 

implemented to conventional Benes network. This paper 

introduces novel network architecture, simple algorithm for add 

drop Benes network with passive medium optical switches for 

power efficient optical network. An analysis of the number of 

elements of networks will follow. 
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I.  INTRODUCTION 

Benes network, which is a typical example of rearrangeably 
nonblocking networks, has been widely studied for a long time 
because of its unique characteristics – reconfiguration of some 
of switches are required to form new input/output pair 
connections and the total number of switch elements are far 
less than that of a strictly nonblocking network [1][2][3][4].  

Conventional Benes network, as a bufferless switch, cannot 
handle the packet contention. Therefore, every different input 
port, in the same time slot, should be destined to a different 
output port. To resolve contentions, an add-drop function can 
be inserted to a Benes network. We will introduce ADBN (Add 
Drop capable Benes Network) with a little additional switch 
elements. The proposed architecture can be utilized with low-
power fast passive-medium optical switches, such as an 
electro-optic switch, for peta-scale future internet applications. 
By combination of passive-medium switch Benes network with 
a burst packet switching, the network can overcome the power 
limit of peta-scale future internet.  

II. ARCHITECTURE 

Benes network consists of set of 2 2×  switches. An N N×  

Benes network is composed by two 2 2N N×  Benes 

networks in the inner stage and additional distribution networks 
in the outer stages, based on recursive configuration. 
Architecture of an 8 8×  Benes network is shown in Fig. 1a. If 

the total numbers of input ports are N , required stages for 

Benes network are 22log 1N −  and each stage is consisted of 

2N  switches. Therefore an N N×  Benes network requires 

2(log 1 2)N N −  switch elements.  

Add drop functions can be implemented in a conventional 
Benes network. A simple method to realize add-drop functions 
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Figure 1.  Architecture of convention Benes network (a), 16 16×  Benes 

network for 8 8× add drop Benes network (b), and add drop Benes network (c) 

( 8N = ) 

is using some input ports as add ports and some output ports as 
drop ports. Fig. 1b gives a schematic of an example to 
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implement add-drop functions to Benes network by using 
2 2N N×  Benes network. To make an 8 8×  add drop capable 

Benes network, we can use a 16 16×  Benes network, using 

eight input ports as add ports and eight output ports as drop 
ports. Using 2 2N N× Benes network for an N N×  add-drop 

Benes network requires 22 (log 2 1 2)N N − switch elements. 

The suggested architecture of ADBN is shown in Fig. 1c, 
switches in middle stages of conventional Benes network are 
extended to four switch elements, to implement add-drop ports. 
The architecture of an ADBN network is based on the Benes 
network, under the recursive configuration. As the middle stage 
is extended to four 2 2× switches, the corresponded number 

of 2 2× switches in ADBN increases to 2(log 1)N N + . 

 ‘Drop’ function can be used for packet-drop to local 
networks and resolving the contentions in Benes network. 
Similarly, ‘add’ function is required for added packet from 
local networks or other switches. Due to the add-drop ports, 
add-drop functions can work with a normal switch operation, 
simultaneously. 

III. ALGORITHM 

We proposed the ADBN architecture which has a relatively 
small amount of additional 2 2×  switch elements. Less 
number of switch elements per ports brings cost/power 
efficiency, however it also brings less freedom of the physical 
path from input/add ports to output/drop ports than that of 
conventional Benes network. Essentially, the Benes network 
requires an operation algorithm because it is not a strictly-
nonblocking network. The low degree of freedom of the 
physical path requires a stricter algorithm than that of 
conventional Benes network for favorable operation of ADBN. 

Fortunately, many algorithms for Benes network have been 
developed in the past [5][6][7]. Among them, one algorithm 
called looping algorithm is widely adopted because of 
simplicity and originality [5]. Likes Benes network itself, a 
looping algorithm also running under a recursive concept. 

We suggest an algorithm for the ADBN, called ADLA 
(Add-Drop Looping Algorithm). The basic concept of ADLA 
is based on the looping algorithm. The ADLA consists of four 
steps - sorting, scheduling for non-contended packets, 
scheduling for drop packets, and scheduling for add packets. In 
the following, we will introduce ADLA step by step. 

A. Sorting 

Each packet has its own destination output ports. If more 
than two packets have same destination output ports, it will be 
considered as contention because one output port is available 
for only one input port. The ADLA sorts out contend packets 
and arranges them to the last. For example of ADLA for an 
8 8×  ADBN, packets are designed with an input port and a 

destination output ports as table I. In this example, the packets 
with input port 1 and 2, input port 3 and 4, and input port 6 and 
8 are under the contention. An output port is available for only 
one packet, other packets are assumed as contend packet and 
have to be dropped. Result of sorting is shown in Table II. 

TABLE I.  BEFORE SORTING 

Input 6 3 1 8 2 7 4 5 

Ouput 3 7 6 3 6 5 7 1 

TABLE II.  AFTER SORTING 

Input 6 3 1 7 5 8 2 4 

Ouput 3 7 6 5 1 drop drop drop 

B. Non-contended packet 

After sorting the packets, the ADLA makes connection for 
the non-contended packets. Connections for non-contended 
packets are done by conventional looping algorithm. The 
looping algorithm determines switches states for connection 
from an input port to a destination output ports. Result of 
switches states after schedule non-contended packets is shown 
in Fig. 2a. 

C. Drop packet 

The packets can be dropped through 2log 1N +  stage in the 

ADBN. When the total numbers of the packets to be dropped 

are n , n  2 2×  switch elements in 2log 1N + stage will under 

the idle state. And thus, one of two 2 2×  switches in 2log N  

stage, which is connected with the idle state switch in 

2log 1N +  stage, also will under the idle state. ADLA 

schedules the contend packets to reach the idle state switch in 

2log N  stage and determines the switch state in 2log N  stage 

to reach the non-idle state switch in the 2log 1N +  stage. If all 

of two 2 2× switches in 2log 1N +  stage which are connected 

with an idle state switch in 2log N  stage are under idle state, 

ADLA determines the state of switch in 2log N stage to reach 

one of idle 2 2×  switch in  2log 1N +  stage randomly. State of 

non-idle switches in 2log 1N +  is already determined by non-

contend packets. Therefore, new packets are always connected 
to the drop ports. After schedules the drop packets, switches 
states are shown in Fig. 2b. 

D. Add packet 

The packets can be added at the add ports. If a destination 
output port of the add packet is occupied by non-contended 
packet during the previews steps, add packet cannot be added. 
In this reason, it is needed to check whether the output ports of 
add packets are occupied or not, before schedules for the add 

packets. The odd orders of switches in the 2log 1N +  stages 

can reach the 1 ~ 2N  output ports only. Similarly, 

2 1 ~N N+  output ports are available for even orders of 

switches in the 2log 1N +  stages. Therefore, before schedules 

the add packets, it is needed to check destination output ports 

of add packet. If it is in the1 ~ 2N , this add packet will be 

scheduled to reach the odd order idle switch in the 2log 1N +  

stages. If an add packet has the destination output port 

between 2 1 ~N N+ , it will be scheduled to pass the even 

orders idle switch in the 2log 1N +  stage. Switches in the 



2log N  stage are selected automatically to reach 2log 1N +  

stage, add ports are also selected to reach the 2log N  stage. 

 For example, assume that there are 4 packets wait to add, 
destination output ports are {8, 2, 3, 4}. But output port 3 is 
occupied by input 6. Therefore {8, 2, 4} can be added and only 

8 is in the 2 1 ~N N+ . By ADLA, it is scheduled to pass the 

even order idle switch in 2log 1N +  stage and others for odd 

order idle switches. After the add function, the result of 
switches states are shown in Fig. 2c. 
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Figure 2.  Switches states after step 2, for non-contended packets (a), step 3, 

for drop packets (b), and step 4, add packets (c) ( 8N = ) 

IV. ANALYSIS 

Section II explains some methods for add drop function-
able Benes network – 2 2N N×  Benes network and ADBN. 

When compared with conventional N N×  Benes network, the 

ADBN requires only 3/2 N additional 2 2×  switches. This 
overhead is relatively very low when compare with that of 
2 2N N×  Benes networks. The comparisons of number of 

2 2×  switch elements are shown in Fig. 3. 
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Figure 3.  Comparisons of number of required  2 2×  switch elements with 

various types of network – Conventional Benes network, 2 2N N×  Benes 

network to implement N N× add drop enable Benes network, and suggested 

ADBN.  

V. CONCLUSION 

In this paper, we suggest the noble architecture of add drop 
capable Benes network with small amount of additional 2 2×  
switch elements. For operation of the ADBN, simple algorithm 
called ADLA is introduced with examples. Power efficiency of 
ADBN is described by number of switch elements comparison 
of Benes networks and ADBN. 
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