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SUMMARY In the sensor networks for surveillance, the requirements
of providing energy efficiency and service differentiation, which is to de-
liver high-priority packets preferentially, while maintaining high goodput,
which is to deliver many packets within their deadline are increasing. How-
ever, previous works have difficulties in satisfying the requirements simul-
taneously. Thus, we propose GES-MAC, which satisfies the requirements
simultaneously. GES-MAC reduces idle listening energy consumption by
using a duty cycle, periodic listen (i.e., turn on radio module) and sleep (i.e.
turn off radio module) of sensor nodes. Cluster-based multi-hop scheduling
provides high goodput in a duty-cycled environment by scheduling clusters
of nodes in the listen period and opportunistically forwarding data packets
in the sleep period. Priority-aware schedule switching makes more high-
priority packets reach the sink node by letting high-priority packets preempt
the schedules of low-priority packets. In experiments with MICA?2 based
sensor nodes and in simulations, the energy consumption of the radio mod-
ule is reduced by 70% compared to the approaches without a duty cycle,
while providing 80% ~ 100% goodput of the approaches that provide high
goodput. Service differentiation is also supported with little overhead.
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1. Introduction

One of the key applications of wireless sensor networks
(WSNs5) is monitoring a given environment, such as surveil-
lance of enemy invasion in security systems [25]. In WSNss,
thousands of battery-powered sensor nodes generate man-
agement packets periodically to maintain the network or
data packets unexpectedly when an event is detected. Both
types of packets should be delivered to the sink within the
given time deadlines, and it is especially critical that the
event must not be missed or informed after too long a delay.
These WSNs should meet the following three requirements.

e High goodput support: In surveillance networks
(such as enemy invasion), the sensed data reflect the
target status, such as the position, pictures of moving
targets or the temperature of a fire. The target status can
change easily with time. Thus, the sensed data is only
valid for a limited period of time (i.e., packet deadline
[19],[25]). WSNs should deliver packets to the sink
within their deadline (e.g., five seconds) as many as
possible. This indicates that providing high goodput,
which is defined as the number of packets that arrived
at the sink node within their deadline during a unit time
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[14], is an important requirement of WSNs.

o Service differentiation support: In such surveillance
networks, the importance of a data packet depends on
its types [9], [13]. For example, the packets for the de-
tected enemy have a higher priority than routine man-
agement packets. WSNs should preferentially deliver
high-priority packets.

o Energy efficiency: Since sensor nodes are usually de-
ployed in places where people cannot easily access, the
nodes should operate energy efficiently to increase the
battery lifetime [1], [3].

This paper proposes a new MAC protocol which pro-
vides energy efficiency and service differentiation while
maintaining high goodput. Before presenting our work, we
briefly describe several previous works that are closely re-
lated to our work.

SMAC [1] and TMAC [2] first achieve energy effi-
ciency by suggesting the synchronous duty cycle. Duty cy-
cle is the periodic listen (i.e. turning on the radio) and sleep
(turning off the radio) of each node. In the listen period, all
sensor nodes activate their radio interfaces and participate
in data forwarding. In the sleep period, they turn off the ra-
dio interfaces for energy conservation. By SMAC-like duty
cycling, each node conserves much energy and prolongs the
battery lifetime. However, as data packets can only be for-
warded during the listen period, emergent events cannot be
notified within a short deadline and the goodput is sacrificed
for energy efficiency.

LASMAC [3], [4], RMAC [5], and DW-MAC [12] are
energy efficient as well as achieve relatively higher good-
put by node scheduling in a multi-hop environment. Un-
like SMAC, the listen period is used to schedule nodes in
a routing path (i.e., deciding when to wake up, send, or re-
ceive) and data packets are forwarded in the sleep period
along with the scheduled nodes. Other unscheduled nodes
sleep for energy saving. As packets are forwarded in the
sleep period, such schedule-based protocols support higher
goodput than SMAC. However, because only a single path
is scheduled for a data flow, the goodput of the previous
schedule-based protocols still suffers from retransmissions
occasionally happened on each hop in lossy WSNs [6], [19].

Furthermore, such schedule-based protocols have dif-
ficulties in providing service differentiation. In LASMAC
and RMAC, once a node is reserved for delivering a low-
priority packet, an urgent packet (e.g. a highest-priority
packet) that arrives late at the node must wait until the low-

Copyright © 2013 The Institute of Electronics, Information and Communication Engineers



MOON et al.: MAC PROTOCOL FOR ENERGY EFFICIENCY AND SERVICE DIFFERENTIATION WITH HIGH GOODPUT IN WIRELESS SENSOR NETWORKS

priority packet goes through according to the schedule. For
this problem, previous service differentiation methods [7]—
[9] (e.g. varying DIFS and CW size depending on packet
priority) can be applied to LASMAC, but increased service
differentiation effect is small. This necessitates a totally new
design of service differentiation scheme.
To achieve the goals mentioned above, we propose
a MAC protocol which supports high Goodput, Energy
efficiency, and Service differentiation (GES-MAC). GES-
MAC consists of two techniques: Cluster-based Multi-hop
Scheduling and Priority-aware Schedule Switching.
Cluster-based Multi-hop Scheduling (CMS) is de-
signed to maintain energy efficiency by using a duty cycle
and to provide high goodput by solving the retransmission
problem on each hop. Unlike previous scheduling-based ap-
proaches that schedule only nodes in the routing path, our
CMS schedules nodes by the cluster, called scheduling clus-
ter (SC), which consists of both routing nodes and their
one-hop neighbor nodes. CMS enables data packets to be
forwarded hop-by-hop in the opportunistic forwarding man-
ner [17],[18] during the sleep period. Then, the number
of retransmissions can be dramatically reduced because the
probability that at least one node in a cluster will success-
fully receive the packet is much higher than the probabil-
ity that only the next routing node successfully will receive
the packet, resulting in goodput increase. Our experimental
results show that our approach can provide high goodput,
although a little more energy is consumed than LASMAC.
Priority-aware Schedule Switching (PaSS) is proposed
to support service differentiation in schedule-based WSNs.
PaSS allows high-priority packets to preempt the schedules
of low-priority packets so that the high-priority packets can
be served earlier. Then, even though a node is reserved for
a low-priority packet earlier, a high-priority packet is for-
warded faster than the low-priority packet, resulting in the
higher goodput of high-priority packets. We minimize the
overhead in PaSS to avoid goodput degradation. Our exper-
imental results show that PaSS supports service differentia-
bility in schedule-based WSNs with negligible overhead.
Note that each node in GES-MAC manages only its
one-hop neighbors’ information for scalability. Note that
this paper just focuses on the usage of duty cycle to en-
hance energy efficiency and the balancing of energy utiliza-
tion among sensor nodes is beyond the scope of this paper. It
is because the current version of GES-MAC is implemented
on geographic routing [28], but it may be achieved by ap-
plying energy-aware routing protocols [26] to GES-MAC.
The contribution of this paper is as follows:

e We analyze the difficulties of providing high goodput
in duty cycled environment in WSNs, while providing
service differentiation. We propose GES-MAC, a new
MAC protocol which satisfies the requirements.

o We validate the protocol operation and evaluate its per-
formance via experiments with MICA2-based Tip30
nodes [30] and simulation.

The remainder of this paper is organized as follows.
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Section 2 summarizes related work. Section 3 presents the
GES-MAC. Section 4 discusses the performance evaluation
of the proposed protocol. Section 5 concludes the paper.

2. Related Work

Cooperative Opportunistic Routing (COR) [17] provides
higher goodput than single path routing (e.g. geographic
routing [27]) by using the concept of opportunistic rout-
ing [18]. In COR, a data forwarding node broadcasts a
data packet, and then, the next node is opportunistically de-
cided among the nodes which have successfully received
the DATA packet. In this manner, COR increases good-
put compared to single path routing. For example, if five
nodes whose link reliability is 50% try to receive a data
packet from node A, the probability that at least one node
will successfully receive the DATA packet is increased to
1 — (1 = 0.5)° = 97%. This method reduces the number of
retransmissions and results in higher goodput. In COR, the
radio module of each sensor node is always turned on; thus,
much energy is consumed at each sensor node.

To reduce energy consumption, SMAC [1] and TMAC
[2] suggest the duty cycle, which means periodic listen (i.e.,
turn on radio module) and sleep (i.e., turn off radio module)
of sensor nodes. Duty cycle is common feature of energy ef-
ficient MAC [3], [5], [6],[10], [15],[16]. As the energy con-
sumption on the radio module is dominant in sensor nodes
(more than 60% of total) [1], the energy consumption is re-
duced. However, in SMAC, data packets are forwarded dur-
ing only listen period, and data packets can be forwarded
just one or two hops in a cycle. Thus, SMAC has goodput
degradation problem. For the same reason, A naive combi-
nation of SMAC and COR has also the problem.

BMAC [10] and XMAC [11] achieve higher energy ef-
ficiency by exploiting shorter listen period (e.g. 1~5% of a
cycle) than SMAC. They also enhance the goodput by send-
ing a data in the sleep period. In BMAC, a node sends a
long preamble packet for its next node not to sleep in the
sleep period, and then, the node transmits the data packet.
In this manner, BMAC shows better goodput than SMAC,
but the usage of preamble packet induces the delay prob-
lem because the data packet goes through the overhead by
preamble packets on every hop. Thus, those protocols have
difficulties in providing high goodput, especially in a multi-
hop environment.

To compensate the goodput degradation caused by the
duty cycle, LASMAC [3], [4], RMAC [5], and DW-MAC
[12] use the listen period to schedule nodes in a routing path.
In the example of Fig. 1, node A sends a LAS-RTS packet
through routing nodes B, C, D, and E in the listen period.
Then, the nodes are scheduled to wake up at the specific
time of the sleep period with the information of LAS-RTS.
In the sleep period, only the scheduled nodes wake up based
on their schedule and forward data packet while the other
nodes sleep in the sleep period. In this manner, LASMAC
and RMAC achieve higher goodput than SMAC while main-
taining energy efficiency.
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However, compared to opportunistic forwarding ap-
proaches, such as COR [17], the goodput enhancement is
still insufficient. Our experimental results show that the
goodput of LASMAC is only 40% that of COR. We ana-
lyzed LASMAC and found that the goodput degradation is
mainly caused by retransmissions in data forwarding (i.e.,
in sleep periods). To achieve similar performance to COR
without losing the energy efficiency of LASMAC or RMAC,
retransmissions should be reduced.

To reduce retransmissions, combining the concept of
LASMAC (or RMAC) and COR can be considered. How-
ever, combining the concept is not straightforward, because
LASMAC needs a routing path, on contrary, COR chooses
the best next-hop node on every transmission dynamically.
We easily consider a naive combination of LASMAC and
COR, which modifying LASMAC to schedule more neigh-
bors (BI or CI) of each routing node (B or C) in the listen
period and to ask them to be awake, as a solution. However,
such a naive combination has a critical problem shown in
Fig.2. During the sleep period, a data packet can be for-
warded from node A to one of nodes B and B/ opportunisti-
cally, (i.e., reliably), but we cannot ensure reliable transmis-
sion from node B/ to the next-hop nodes (C, CI) because the
link qualities among them are not considered in scheduling.
In the worst case, nodes B/ may have no link to the next-
hop nodes. Thus, we cannot expect considerable goodput
enhancement from the naive combination of LASMAC and
COR (just 50% of COR), necessitating the development of
a new approach for scheduling and forwarding to create a
synergetic effect.

Furthermore, LASMAC and RMAC have difficulties in
providing service differentiation. Figure 3 shows the prob-
lem of LASMAC. Node Y schedules node D for Datal (low-
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Table1  Comparison of related work.
Protocol Goodput Energy Consumption Service

(normalized) (normalized) Diff.

COR [17] 100 100 NO

RLMAC [9] 7 25 YES
(SMAC [1] based)

RLMAC + COR 13 25 YES

BMAC [10] 16 4 NO

LASMAC [3] 40 26 NO

RMAC [5]
GES-MAC 80 ~ 100 30 YES

priority) first. After that, if a LAS-RTS packet for Data?2
tries to schedule node C, node C is already scheduled to
NAV. Thus, node C is scheduled for Data2 with time de-
lay, even though the priority of Data2 is higher than that
of Datal. In worst cases, even though the same number
of high and low-priority packets is generated, the goodput
for high-priority packets is lower than that for low-priority
packets. Applying previous service differentiation methods
[7]-[9] (e.g., by varying DIFS or CW size) is not effective
to the problem either. This necessitates the development of
a new service differentiation method for our environment.

In summary, the technical advancement flow of the
aforementioned works is shown in Fig.4. Previous works
or their simple combinations have difficulties in providing
high goodput in duty-cycled environments and in providing
service differentiation, as shown in Table 1. To achieve the
requirements (i.e., providing energy efficiency and service
differentiation while maintaining high goodput), we propose
anew MAC protocol, GES-MAC.
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3. MAC Protocol for Energy Efficiency and Service
Differentiation while Maintaining High Goodput
(GES-MAC)

The proposed MAC protocol is designed to meet the follow-
ing two goals simultaneously:

e Maintaining high goodput in duty-cycled (i.e. energy
efficient) environments.
e Supporting service differentiation.

GES-MAC consists of two major techniques. Cluster-
based Multi-hop Scheduling (CMS) is to maintain high
goodput in duty-cycled environments.  Priority-aware
Schedule Switching (PaSS) is to provide service differentia-
tion. Before describing them, we first introduce our assump-
tions for wireless sensor networks.

3.1 Assumptions about Sensor Networks

Sensor nodes and applications in sensor networks have the
following assumptions:

o Each sensor node knows its location. To this end, each
sensor node may have GPS modules [27] or may run
other location aware algorithms [29]. Each sensor node
also knows the location of sink node.

e Large numbers of sensor nodes are densely placed [19]
and sensor nodes are almost stationary (i.e., with al-
most no mobility).

o The size of data packets is fixed.

e The total area is divided into several zones (i.e. group
of nodes) and the duty cycle of nodes of each zone is
synchronized by using synchronization packets (SYNC
packets) [1], [3], [5].

The routing path is set up by a geographic routing [28],
which can be better for increasing goodput and works with
just neighbor information. Thus, a neighbor node which is
closer to the sink and has better link reliability is selected as
the next routing node.

3.2 Cluster-Based Multi-Hop Scheduling (CMS)
3.2.1 Overview of CMS

CMS uses a synchronized duty cycle and each cycle is di-
vided into three periods: Sync period, Scheduling period,
and Forwarding period. In the Sync period, each node wakes
up and shares SYNC packet in order to synchronize the duty
cycle of each node [3], [5],[12] and in order to fill the data
structure of each sensor node. In the scheduling period,
CMS schedules nodes which are needed for data forwarding
by unit of cluster, called Schedule Cluster (SC). In the for-
warding period, only scheduled nodes keep awake and join
data forwarding, and the other nodes sleep for energy con-
servation. Unlike previous schedule-based approaches [3],
[5], [12], CMS dynamically schedules nodes by unit of SC,
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Fig.5 The SYNC packet and data structure of each sensor node.

which is defined as a routing node and its one-hop neighbor
nodes. To this end, CMS manages the one-hop Neighbor
Table (NT) and uses a control packet called Cluster-based
Multi-hop RTS (CM-RTS) packet. In this section, first, we
explain how to manage NT, and then, we briefly explain how
to schedule SCs and forward data through SCs.

In CMS, each node manages the one-hop Neighbor Ta-
ble (NT) which contains the location information, the link
reliability, DistGain, and the neighbor nodes of each of its
one-hop neighbor nodes, etc. One-hop neighbor nodes are
the nodes which communicate directly with one-hop broad-
cast. The information on NT is easily gathered by using
SYNC packet. First, the location information of a neighbor
node is easily gathered by adding the location information
on the SYNC packet. In Fig.5, node i broadcasts its SYNC
packet with its location information. Then, its neighbors
(e.g., node x and node j) easily know the location informa-
tion of node i. The location information is included in the
SYNC packet only initially, because nodes have almost no
mobility. Second, the link reliability is got by the SYNC
packet success rate. On the SYNC information (SYNC info),
SYNC sequential number is included. With the SYNC se-
quential number, node x knows the total number of transmit-
ted packets from node i and also keeps counting the number
of the successfully received packets. Then, the link relia-
bility of node i is easily measured by the ratio of two val-
ues [22], [23]. Third, DistGain is got by calculation. Dist-
Gain represents that which neighbor node is closer to the
sink node. At node x, the DistGain for node j is calculated
as

DistGain(j) = DistToSink(x) — DistToSink(j), €))

where DistToSink(m) is the distance from node m to the sink
node. As the neighbor node whose DistGain X Link reliabil-
ity is maximum is selected as the next routing node in CMS
(i.e. geographic routing [28]), DistGain is managed. Fourth,
the neighbor nodes of a neighbor are shared by adding an ID
of the broadcaster’s neighbor. In Fig.5, node i adds either
the ID of node x or node j at each SYNC broadcasting. Then,
node x knows node x and node j are all neighbor nodes of
node i. In the example of Fig. 5, node k is not a neighbor of
node i because of the block. In this manner, each node can
manage the NT without big overhead.

In the scheduling period, CMS schedules SCs by for-
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warding the CM-RTS packet through a routing path. Ac-
cording to the schedule information in the CM-RTS packet,
each routing node is scheduled and the neighbor nodes of
each routing node are also scheduled by overhearing the
CM-RTS packet. In the following forwarding period, the
nodes in the same SC will wake up simultaneously accord-
ing to their schedules. Then, each data forwarding node se-
lects its candidates of next node among SCs dynamically
and forwards data packets, allowing data packets to be for-
warded opportunistically with a high success rate. For ex-
ample, in Fig. 6, the routing path is set to A-B-C-D, and node
A has a data packet. Then, in the scheduling period, node A
sends a CM-RTS packet through node B, C, and D. Based
on the scheduling information in the CM-RTS packet, node
B and node C are scheduled. The other nodes in the SCs
are scheduled by overhearing the CM-RTS packet. In this
example, SC-B (i.e., node B and its one-hop neighbors) and
SC-C are scheduled. At the beginning of the following for-
warding period, node A and the nodes in SC-B wake up at
the same time to send and receive the data packet. Then,
node A selects some nodes in SC-B (e.g., B, BI, and B2) as
the forwarder candidates because node A knows the neigh-
bors of node B (i.e., SC-B) with its NT (Fig.5). Depend-
ing on the link condition between the sending and receiving
nodes, some nodes (B/ and B2 in Fig. 6) may successfully
receive the packet and the other (B in Fig. 6) may not. Then,
CMS chooses one node which is closest to the destination
among multiple successful receivers as the next node for
data forwarding. In the example shown in Fig. 6, node B2
is chosen as the new forwarder. Only the chosen node sends
the data packet to its candidates of next node, while the oth-
ers just drop it to avoid contention. The same process is re-
peated between node B2 and SC-C until the packet reaches
the destination. In this manner, CMS forwards data packets
through SCs. Just the CM-RTS packet and the information
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on NT are needed for data forwarding in CMS.

This effectively reduces the number of retransmissions,
because of link characteristics. Basically, the transmissions
from the sender to multiple receivers are pairwise indepen-
dent [17], [20]. Thus, in the example of Fig. 6, if the link re-
liability between node A and each node in SC-B is 50% each,
the probability that at least one node among nodes B, BI,
and B2 will successfully receive the data packet increases to
1-(1-0.5)% = 87.5%. In some cases, there can be temporal
correlation among some links [24], but the links are inde-
pendent for most time. Therefore, by arbitrating multiple
receivers so that only one of them gets to participate in data
forwarding to avoid collision, we can expect high goodput.

As shown in Fig. 6, some nodes in a SC (e.g., node B3)
do not overhear the CM-RTS packet by temporal fading and
shadowing. Then, the nodes do not wake up at the forward-
ing period. Thus, when a forwarder selects the candidates
of new forwarder, the probability about this case should be
considered. In Sect.3.2.4, how to select candidates will be
described in detail.

Note that the role of routing nodes in CMS is differ-
ent from that in previous schedule-based approaches [3]—
[5],[12]. In the previous approaches, routing nodes deliver
both RTS and data packets through a single routing path.
However, in CMS, routing nodes handle only RTS (i.e., CM-
RTS) packets to schedule nodes in the scheduling period.

Three major technical issues must be addressed to
achieve the high goodput with the CMS approach: (i) how o
schedule SCs efficienty in the scheduling period? (ii) how to
arbitrate multiple receivers in the forwarding period? (iii)
how to select the candidates of a new forwarder? The next
subsections discuss these issues with a detailed explanation.

3.2.2  Scheduling SCs in the Scheduling Period

To provide high goodput, CMS needs to schedule both
routing nodes and their one-hop neighbors by the unit of
scheduling cluster (SC) during short scheduling period ef-
fectively. To this end, instead of sending a scheduling packet
(i.e., CM-RTS) to every node that will participate in data
forwarding, CMS simply forwards the CM-RTS to the des-
tination along the routing path; thus, only the routing nodes
are explicitly involved in scheduling, as shown in Fig. 6. The
neighbors of the routing nodes then overhear the CM-RTS
propagated along the routing path and schedule themselves
implicitly using the information in the overheard CM-RTS.

We will explain the scheduling operation with an ex-
ample shown in Fig.7. Each node manages a time table
called a schedule table, which describes when to wake up,
receive, send, and return to sleep for the node. Time is di-
vided by the slot, schedule slot and is synchronized for all
nodes. Schedule Slot Number (SSN) represents timing dur-
ing a forwarding period. Figure 8 represents the structure
of CM-RTS. For scheduling, it contains two components of
scheduling information, SSN for Send and Receive, shortly
SSN (i, j) in Fig. 7. Then, the scheduling operation is carried
out as follows.
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Normal RTS

Node A sets a Send at the first slot of the schedule ta-
ble, and issues the CM-RTS. After receiving the CM-RTS,
node B sets a Receive at the first schedule slot, in Step (1).
Likewise, node B sets a Send at the second schedule slot
and issues the CM-RTS. The SSN for Send represents the
Receive schedule of node B and the SSN for Receive rep-
resents the Send schedule of node B (i.e., SSN (1, 2)) in
Fig.7. Thus, by overhearing the CM-RTS, the nodes in SC-
B schedule themselves with the schedule of node B. As a
result, all nodes in SC-B have the same schedule, in Step
(2). This scheduling process is repeated until the CM-RTS
packet reaches the destination node or the scheduling period
expires. In this manner, CMS can schedule nodes by the unit
of SC effectively in the scheduling period. This feature is a
unique process that distinguishes our CMS from previous
approaches.

The schedule of SCs is pipelined by unit of two SCs.
For example, in Fig. 7, SC-B is scheduled to receive a data
packet from node A, and SC-C is scheduled to receive a data
packet from a node in SC-B. Nodes in two SCs (e.g., SC-B
and SC-C) choose the earlier schedule as their schedule.

A Schedule ID (SID) is assigned for each schedule.
SID consists of the node ID and sequence number. The Pri-
ority Level is used for service differentiation in Sect. 3.3.
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3.2.3 Schedule-Based Opportunistic Data Forwarding in
the Forwarding Period

As we discussed in Sect. 3.2.1, to provide high goodput by
reducing the retransmissions of data packets in lossy envi-
ronment, CMS allows multiple receivers to simultaneously
receive a data packet sent by the previous node. Even though
multiple nodes can successfully receive the data packet, only
one of them should be chosen as a new forwarder to avoid
collision due to simultaneous transmissions. This section
describes how to elect new forwarder without collision in
schedule-based environment.

CMS prevents collision by embedding a list of new for-
warders into the data packet header [18] and dividing the ac-
knowledgment into slots [17]. An example shown in Fig.9
illustrates the operation of CMS in the forwarding period,
according to the schedule of Fig. 7. The schedule types Send
and Receive in Fig. 7 can be divided into Send Data and Re-
ceive ACK, and Receive Data and Send ACK, respectively,
as shown in Fig.9. CMS forwards data packets in the fol-
lowing sequence:

In Step (1), node A selects the candidates of new for-
warder among the nodes in SC-B, which have high link
reliability and are close to the destination. The candidate
selection criteria and procedure will be explained later in
Sect.3.2.4. Then, node A records the IDs of the candidates
in the header of the data packet. The nodes’ IDs appear
in the order of preference. In CMS, the next routing node
(node B) is always most preferable. Except routing nodes,
a node with a shorter distance to the destination is preferred
because such nodes may reduce hops to the destination. As
a result, the IDs are embedded to the data packet header in
the order of B, B2, and B1, as shown in Fig. 9.

In Step (2), node A sends the data packet to SC-B at
the first schedule. Then, only one new forwarder is decided
depending on reception success or reception failure, and de-
pending on the sequence of embedded IDs. The ACK sched-
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ule slot is divided into several sub-slots. Then, only the can-
didates, which have received the data packet successfully,
choose the sub-slots by the order of IDs in the CM-RTS.
For example, in Fig.9, B2 selects the second sub-slot and
BI selects the third sub-slot. After selecting its sub-slot, B/
and B2 wait for the beginning of its sub-slot with overhear-
ing the channel. At the first sub-slot time, there is no carrier
because node B has failed to receive the data packet. As
there was no carrier at the first sub-slot, node B2 recognizes
that node B2 is the new forwarder. Thus, node B2 transmits
ACK at its sub-slot, in Step (3). By sensing the carrier of the
ACK, node BI recognizes that there is more preferred node
(node B2) which has successfully received the data packet.
Thus, node B just drops the data packet, in Step (4). As
a result, only node B2 sends the data packet to the next SC,
SC-C. The above process is repeated until the packet reaches
the destination. In this manner, the data packet is forwarded
from an SC to another SC without collision and packet du-
plication.

If a node failed to receive data at its Receive sched-
ule, like node B in Step (2), it keeps listening to the channel
to identify whether other scheduled nodes successfully re-
ceived the packet or not. If it overhears an ACK sent by
another node (node B2 in Step (3)), it can ensure that the
packet is successfully delivered to the next node according
to the schedule, and thus, it can go to sleep. However, if the
overheard ACK is sent by a node (node B/) whose distance
to the sink is longer than that of this receive-failed node, it
backs off its Receive schedule by one schedule slot (i.e., it
continues to listen at the next slot) because it can be selected
as a next candidate of the node that has sent the ACK. On
the other hand, if the ACK is sent by a node closer to the
sink (node B2), the receive-failed node immediately goes to
sleep as it cannot contribute to the delivery of the packet
anymore.

In some rare cases, all candidates in a SC fail to re-
ceive the data packet. In that case, each SC is rescheduled
without additional packet transmission and the reschedul-
ing is done by checking if a node is selected as the for-
warder candidate or if the node receives the retransmitted
data packet. Figure 10 shows an example of rescheduling.
When node A has transmitted a data packet, all forwarder
candidates (i.e., node B, B, and B2) fail to receive the data
packet. Then, node A backs off its schedule to retransmit
the data packet because node A has not received the ACK
packet from any of the candidates. Simultaneously, SC-B in-
cluding forwarder candidates back off their schedule by one
schedule slot to receive the retransmitted packet. After this
rescheduling, node A retransmits the data packet to SC-B. In
this case, as shown in Fig. 10(b), SC-B and SC-C wake up
simultaneously. However, it does not become a problem be-
cause SC-C will reschedule themselves. First, because most
nodes in SC-C will fail to receive the data packet, the nodes
will be rescheduled. Second, even though some nodes in
SC-C luckily have received the data packet, the nodes have
not been selected as the forwarder candidates. Thus, the
nodes also reschedule themselves, as shown in Fig. 10(c).
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In the same manner, the SCs behind SC-C (e.g. SC-D) are
rescheduled and the data packet is forwarded with just one
schedule slot backing off.

Likewise, the ACK packet from node B2 can be lost, in
Step (3). In this case, if node A retransmits the data packet,
that will be a cause of duplicated transmission. To prevent
such cases, in CMS, first, node A tries to receive the header
of the data packet from node B2 and uses it as the ACK from
node B2. Then, the ACK loss probability is decreased much.
Rarely, if the header is also lost, node A waits until the next
listen period and sends a CM-RTS to node B to set a sched-
ule for the data packet. However, node B knows that the
data packet is already forwarded because it has overheard
the ACK from node B2. Thus, node B sends a SCHEDULE-
PROCESSED packet to node A, and then, node A aborts the
retransmission and just drops the data packet. In this man-
ner, CMS can prevent the duplication by an ACK loss. Ad-
ditionally, for the CM-RTS loss, it is just retransmitted like
previous works.

For high goodput, limitation of the number of candi-
dates is necessary because the overhead by selecting a can-
didate is increased linearly for a selected candidate, while
the probability that at least one candidate will successfully
receive the data packet is saturated. For example, when the
data size is 45 bytes, until six candidates, the goodput is in-
creased as the number of selected candidates is increased.
However, if more candidates are selected, the goodput is
slightly decreased. If data frame size is changed, the proper
number of candidates is also changed.

3.2.4 How to Select the Candidates of a New Data For-
warder

As mentioned in Sect. 3.2.3, in forwarding periods, a node
that has data packets to forward, i.e., data forwarder, dynam-
ically selects a fixed number of nodes, e.g. six nodes, among
its neighbors as the candidates of new data forwarder be-
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fore it transmits the data packet. Similar to [19], [28], nodes
which are closer to the sink and have better link reliability
are preferred for the candidates as these nodes will possibly
reduce the hops to the sink and the number of retransmis-
sions on each hop. In other words, nodes with higher Dist-
Gain (Eq. 1) X link reliability are likely to be chosen as the
new data forwarder. As each node manages proper informa-
tion about its neighbor nodes (i.e., the location information,
link reliability, DistGain, as mentioned in Sect.3.2.1), the
forwarder candidate selection is easily done. However, un-
like such previous approaches in where all neighbors stay
awake when a node transmits data, in our CMS, only the
nodes scheduled in the scheduling period will wake up in
the following forwarding period. Therefore, the data for-
warder should know which of its neighbors are scheduled to
receive the packet when it transmits to select advantageous
new forwarder candidates properly. For this end, we devise
a low-overhead scheduled-node estimation mechanism de-
scribed in this section.

As described in Sect. 3.2.2, because nodes are sched-
uled by overhearing the CM-RTS packets forwarded along
with the routing nodes, only the nodes that successfully
overheard the CM-RTS packets will wake up at correspond-
ing schedules. Even though the probability that a neigh-
bor of a routing node successfully overhears the CM-RTS
sent by the routing node would be high because of the small
size of the CM-RTS packet [20], but the probability would
not be 100% for all neighbors in real wireless environment.
The probability would vary depending on several condi-
tions, such as the distance between the sender and receiver,
the presence of obstacles between them, or unpredictable
interference. Thus, it is important for the current data for-
warder to know the link reliability between the correspond-
ing routing node and the routing node’s neighbors to ex-
pect the success probability of overhearing CM-RTS pack-
ets. For this end, one can simply make each neighbor of a
routing node share the link reliability by sending (possibly
broadcasting) control packets containing all link informa-
tion, but this would increase control overhead significantly,
destroying the system scalability.

The CMS addresses this issue by estimating the proba-
bility that a node successfully overhears the CM-RTS packet
sent by its neighboring routing node, say Pyuc—.p, With the
distance between the node and the routing node, instead of
exchanging all link information. The each node classifies
its neighbors into three groups, close, mid-range, and far,
by distance (D). For example, a neighbor with D less than
8 meters goes to the close group. In case of § <D < 16 or
16 < D < 32, the node goes to the mid-range or far groups,
respectively. The link reliability of each neighbor group is
averaged. Each node embeds these three averaged link relia-
bility values into the SYNC packet. The values are continu-
ously saved as Close(C), Middle(M), and Far(F), of Pyate—up
on the NT, as shown in Fig. 11. Then, when a routing node is
decided, the current data forwarder easily finds the Pygte—up
of a neighbor node with the distance of the neighbor node to
the routing node.
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Then, in CMS, the current data forwarder selects new
forwarder candidates among its neighbors using DistGain,
link reliability, and Pyqe—up. In the example of Fig. 11, the
current data forwarder, node B2, selects top six nodes whose
DistGain x link reliability X Pyqk.—,;, values are high. Note
that node B3 which is involved in SC-B but failed to receive
data in the previous Receive schedule also can be chosen be-
cause it is closer to the sink than the current data forwarder
(B2), as already described in Sect. 3.2.3.

3.2.5 Prescheduling for Periodic Packets

As CMS uses a synchronized duty cycle, a data packet
which is generated during a forwarding period should wait
until the next scheduling period. The delay, called initial
delay, is also the cause of goodput degradation.

However, prescheduling removes the initial delay and
increases goodput for packets for which a source node can
estimate the timing of the next packet generation (e.g., peri-
odic packets). For example, node A, a source node, knows
the estimated timing of next packet generation in the next
forwarding period. Then, node A preschedules SCs for the
expected packet in this scheduling period, even though node
A has no packet yet. Then, the data packet can be forwarded
without initial delay because the schedule of the data packet
has been already set up by prescheduling. Then, initial de-
lay can be removed except the very first packet of periodic
packets.

SMAC or BMAC may remove the initial delay by
prescheduling the entire routing path, but it is not easy for
them to adapt routing path change. For example, when the
last data packet has prescheduled the entire routing nodes for
a data packet which will be generated ten minutes later, even
though the routing node is changed because of poor link or
link broken, newly generated periodic packet should travel
the old routing path. However, in CMS, just the source node
removes the initial delay irrespective of routing path change.
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Thus, the prescheduling of CMS would be a little more use-
ful for the applications can notify the packet generation time
[25].

For randomly populated packets, initial delay is in-
evitable. Thus, the goodput result for periodic packets is
better than that for randomly populated packets.

3.3 Priority-aware Schedule Switching (PaSS)

The primary goal of PaSS is to provide service differenti-
ation in schedule-based wireless sensor networks (WSNs).
Here, service differentiation support means that increasing
the goodput of high-priority packets as many as possible by
forwarding high-priority packets preferentially. In achiev-
ing the purpose, the major obstacle is the cases that some
SCs are already scheduled for a low-priority packet. Pre-
vious approaches are not effective in solving the problem
cases or result in total goodput degradation, as mentioned in
Sect. 2. In this section, we propose a new method that solves
the obstacle without much total goodput degradation.

To achieve service differentiation, PaSS allows high-
priority packets to preempt the schedules of low-priority
packets so that the high-priority packets can be served ear-
lier. Then, the goodput of high-priority can be increased.
For easy understanding, we describe the PaSS protocol us-
ing the example shown in Fig. 12. For the sake of simplicity,
let us assume that only two levels of priority, high and low,
are supported by PaSS. Therefore, one bit extension in the
packet header (Fig. 8) is enough to represent the priority of
the packet. The number of priority levels can be easily ad-
justed by varying the number of priority bits. The operation
of PaSS is as follows:

In the scheduling period: The obstacle case is shown
in Fig. 12(a). The SC-D is already scheduled by Datal (low-
priority), and Data2 (high-priority) wants to schedule SC-D
at a similar time line. In this example, the CM-RTS packet
for Datal has already passed through nodes of (A, B, C, and
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Fig.12  Example of Priority-aware Schedule Switching (PaSS).
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D). The CM-RTS packet contains the priority of Datal (i.e.,
low-priority) because the priority of Datal is embedded to
the CM-RTS packet, as shown in Fig.8. As node Y is a
neighbor node of node D, node Y has overheard the CM-
RTS packet. Thus, node Y knows that node D is already
scheduled by Datal whose priority is low. Node Y also
knows that the priority of Data? is higher than that of Daral
because it is the sender. Then, node Y sends a Schedule
Switch Request (SSR) to node D and preempts the schedule
of Datal, in Step (1). As Data2 preempts the schedule for
Datal, there is no schedule for Datal. To set new sched-
ule for Datal, node D sends a RESchedule (RES) packet to
node C, in Step (2). By overhearing this RES packet, node Y
is acknowledged that the schedule preemption is confirmed.
Then, node C sends a CM-RTS to set another schedule for
Datal and the new schedule is made with time gap to avoid
collision with the schedule of Datal, in Step (3). Parts
of SC-B nodes, which have overheard the CM-RTS, also
reschedule the schedule of Daral to avoid collision with that
of Data2. By the new CM-RTS packet, the priority level of
the schedule for Data2 is also updated to high-priority, for
the preempted schedule by Data2 not to be preempted again
by another data packet. In this manner, even though there is
a schedule for low-priority packet, the high-priority packet
is scheduled ahead. For simple explanation, we set node Y
to a data packet sender, but even though a CM-RTS packet
is forwarded from another node to node Y, the schedule is
preempted in the same manner.

In the forwarding period: Data packets are forwarded
based on the schedule in Fig. 12(b). Datal from node A
stops at the forwarder in SC-B, and waits until Data?2 is
forwarded through SC-D. After that, the forwarder in SC-
B transmits Datal to SC-C. Each data packet contains the
SID which it has to use. Thus, node A transmits Datal with
SID A0, but the forwarder in SC-B changes the SID to A50
and transmits Datal. Then, the high-priority packet is for-
warded earlier based on the schedule. Additionally, if Datal
and Data2 are of equal priority, Data2 is forwarded after
Datal is forwarded as in other approaches [3], [4], [12].

In this manner, PaSS solves the obstacle in Fig. 12(a)
and the goodput of high-priority packets are increased.
Moreover, the overhead of PaSS is small.

The overhead for a schedule switch, just two additional
packets, a Schedule Switch Request (SSR) and a RESched-
ule packet (RES), are additionally needed. As CM-RTS
packets pass scores of hops during a scheduling period, the
overhead for schedule switching (i.e., 2 hops for SSR and
RES) is relatively small. In the simulation, the goodput of
high-priority packets are clearly increased by PaSS, but the
amount of total goodput degradation by PaSS is just 4%.

Additionally, for the loss of new control packets (e.g.,
SSR and RES), the retransmission is also used like CM-RTS
loss. For example, if node C fails to receive the RES packet
from node D, there would be no new CM-RTS transmis-
sion from node C. In that case, node D retransmits the RES
packet after time delay.
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4. Experimental Results
4.1 Simulation and Experiment Setup

We implemented our GES-MAC as well as previous proto-
cols, namely, LASMAC [3], [4], SMAC [1], BMAC [10],
and COR [17] using Tip30 nodes and using NS-2 version
2.33 for performance comparison. Except COR which does
not use duty cycling, all other implemented protocols have
duty cycle, but the ratio is different. GES-MAC, LAS-
MAC, and SMAC have the same 1:4 ratio of a listen period
(i.e., scheduling period in GES-MAC) and a cycle, which
means the duty cycle is 25%. The lengths of the listen pe-
riod and cycle were set to 0.5 and 2.0 seconds, respectively.
In BMAC, the lengths of the listen period and cycle were
set to 2ms and 200 ms, which means that the duty cycle is
1%. We also implemented a naive combination of COR and
SMAC (or RLMAC [9]), so-called SMAC+COR, to exam-
ine whether SMAC+COR can achieve our goals (described
in Sect. 2) simultaneously. In SMAC+COR, during the lis-
ten period, data packets are opportunistically forwarded as
in COR, and all nodes sleep during the sleep period.

In order to test the protocols in a multi-hop environ-
ment of multiple sources, the experiment should be done
in a wide area with many sensor nodes (e.g. one thousand
sensor nodes). However, it is very difficult to deploy one
thousand sensor nodes. Thus, we simulated the protocols on
NS-2 for the environment with one thousand sensor nodes of
multiple sources. We implemented the protocols on Tip30
based on MICA2 for the environment of one or two sources.

In simulations, we use the log-distance path loss
model [20],[21] as a channel model. Transmitting power
(P;) is 0dBm, reference distance (dp) is 11 m, Tx range is
33 m, path loss at dy (PL(dy)) is 55 dBm, noise floor (P,) is
—115dBm, path loss exponent (n) is 4, and variance(o) is
4. The randomness of the packet reception rate depending
on the distance between sender and receiver was also con-
sidered. Channel errors and packet collisions are modeled
based on ns-2. To test a multi-source environment, 1000
nodes are regularly deployed in 250 m X 250 m and the sink
is located at (230,230). The row gap and column gap are § m
each. The distance from each source node to the sink node
is larger than 150 m. The packet deadline is five seconds.

In tests with Tip30, thirty Tip30 nodes were arranged
in 2m X 40 m as shown in Fig. 13(b). Tip30 nodes are ar-
ranged in three rows and ten columns. The row gap is I m
and the column gap is 4 m. The source is located at the first
column and the destination is placed at the tenth column.
The number of sources is one or two. The packet dead-
line is from one second to five seconds. Tip30 uses CC1000
transceiver and uses 915 MHz, in Fig. 13(a). The other sim-
ulation and test parameters are summarized in Table 2.

For a routing protocol, we use a geographic routing
[28]. The neighbor node whose DistGain (mentioned in
Sect. 3.2.1) X Reliability is maximum is selected as the next
routing node.
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(a) Tip30 based on MICA2

Fig.13  Tip30 [30] (MICA2 platform) and test environment.

(b) Test environment

Table 2  Simulation and Tip30 test [30] environment settings [20].
Parameter Values Parameter Value
Terrain Sim. 250 m % 250 m Node Sim. 1000
Expt. 2m x 40 m number Expt. 30
Bandwidth 20 kbps Retry limit 5
Time slot 1 ms Ccw 32 slots
SIFS S5ms DIFS 10 ms
sub-slot 2ms TXPower 17 mW
RXPower 15 mW IdlePower 14 mW

The size of the RTS/CTS/DATA/ACK of each protocol
is a little different. In SMAC, RTS/CTS/DATA/ACK/SYNC
is 10 bytes/10 bytes/45 bytes/10 bytes/9 bytes each. In COR,
the RTS packet piggybacks the IDs of selected candidates.
Thus, the size of an RTS packet is 20 bytes. In GES-MAC,
data packets piggyback the information about selected next
nodes. Data packets also carry a schedule ID. Thus, the
size of the data packet is 13 bytes larger than that of other
approaches. In BMAC, the preamble packet whose size is
271 bytes is used.

We explain the simulation results for multiple sources.
After that, we explain the test results with TIP30 for one or
two sources.

4.2 Simulation Results with NS-2 Simulator
4.2.1 Maximum Goodput and Energy Consumption

We evaluated the goodput performance and energy con-
sumption of GES-MAC and compared it with COR and pre-
vious energy efficient approaches. We also examine whether
SMAC+COR can satisfy the goals. Each source generates
packets every ten seconds, whose time deadline is set to five
seconds. Figure 14 compares the maximum goodput and
energy consumption of various protocols.

The goodput of COR is high and that can be regarded
as the upper bound, but COR consumes much energy be-
cause all nodes keep turning on their radio module, as shown
in Fig. 14. On contrary, previous energy efficient protocols
consumes less energy, but their goodput are small. SMAC
consumes just 25% energy of COR, but the goodput of
SMAC is only 7% that of COR because data forwarding
only takes place during the listen period, which is under
25% of the total time in our tests. For the same reason,
the goodput of SMAC+COR is just 13% that of COR even
though SMAC+COR reduces the retransmissions. LAS-
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Fig.14 Maximum goodput and energy consumption.

MAC overcomes the goodput degradation of SMAC by
node scheduling. However, the goodput of LASMAC is
just 40% that of COR because of retransmissions on each
hop. BMAC only consumes 4% energy of COR because it
has very short listen period, but the goodput of BMAC is
also only 16% that of COR because a long preamble packet
should be transmitted before sending a data packet on every
hop. In the surveillance networks, the goodput is the most
important factor. Thus, even though they are energy effi-
cient, previous energy efficient protocols are not proper for
such networks.

Although GES-MAC consumes more energy than other
energy efficient protocols, GES-MAC reduces much energy
than COR, while maintaining high goodput. By Cluster-
based Multi-hop Scheduling (CMS) in GES-MAC, more
nodes are awake in the sleep time (i.e., forwarding time
in GES-MAC) resulting in more energy consumption than
LASMAC. The energy consumption of GES-MAC is still
just 30% that of COR. However, CMS effectively reduces
the number of retransmissions and GES-MAC achieves
about 80% of COR’s goodput, even in the case that the inter-
packet interval is unknown (i.e., prescheduling is not appli-
cable). By analysis, we found that this 20% performance
gap is mainly due to the initial delay of the packets which are
generated in the middle of the sleep period, as we discussed
in Sect.3.2.5; the other overhead of GES-MAC by larger
data packet size and SYNC packet sharing is compensated
because GES-MAC has no CTS overhead and forwards a
CM-RTS packet with just SIFS (5 ms) delay (in COR, DIFS
(10 ms) + random delay (max:32 ms) is needed at each hop).
COR does not suffer from initial delays because it immedi-
ately begins transmission as soon as a packet is generated. If
GES-MAC knows the inter-packet interval, it can enable its
prescheduling function. As shown in Fig. 14, when the over-
head due to the initial delays is alleviated by prescheduling,
the goodput of GES-MAC almost reaches the upper bound.
Therefore, GES-MAC is most suitable for WSNs featuring
periodic traffic patterns [13], [25]. GES-MAC is also appli-
cable to general WSNs that require a balance of high good-
put, energy efficiency.

The result in Fig. 14 shows that GES-MAC consumes
more energy than LASMAC and SMAC because more
nodes are awakened, but the increased energy consump-
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tion is not large. Among 1000 nodes, in SMAC, no nodes
are awake during a sleep period. In LASMAC, 14 nodes
through routing path are awake during the scheduled time
of the sleep period. In GES-MAC, 195 nodes in SCs are
awake during the scheduled time of the sleep period (i.e.
forwarding period). 805 nodes always sleep in the sleep pe-
riod. 195 nodes would be awake only during the scheduled
time when there are packets to forward. Thus, the amount
of increased energy of GES-MAC is not large. As a result,
in our simulation, GES-MAC consumes 15% more energy
than LASMAC. In the test with Tip30, we have similar re-
sults. We will discuss this in Sect.4.3.2.

We also measured the goodput of each protocol by in-
creasing the number of sources and the result is shown in
Fig. 15. As mentioned before, the maximum goodput of
GES-MAC and COR is higher than that of BMAC, SMAC,
and LASMAC. Like COR, the goodput of GES-MAC does
not decrease as the number of sources increases. Therefore,
GES-MAC can be used in a multi-source environment.

The simulation results demonstrate that GES-MAC can
achieve the goal of providing energy efficiency while main-
taining high goodput. In the following section, we will dis-
cuss the GES-MAC optimization depending on the target
environment.

4.2.2 Discussion about the Optimization of GES-MAC

As mentioned in Sect. 3.2.3, GES-MAC fixes the number of
new forwarder candidates which can maximize the goodput,
but the number needs to be changed by the size of target
frame. In Fig. 16, when data frame is 45 bytes, the good-
put is increased until six forwarder candidates are selected
because the benefit by reducing the retransmissions and the
number of hops which a data packet goes through is higher
than the overhead of adding one ID to data packet header.
Howeyver, after seven candidates are selected, the overhead
is a little higher. Thus, the goodput is slightly decreased. If
the data frame size is changed, the number of candidates for
peak goodput is a little changed. In case of 90 bytes, seven
is best. In case of 135 bytes, nine is best.

The duty cycle of GES-MAC must be carefully chosen
by the data frame size since it seriously affects both good-
put and energy consumption. Figure 17 shows the peak
goodput performance of GES-MAC with various duty cy-
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cles and data frame size. In Fig. 17, the scheduling period
is fixed to 500 ms and the forwarding period is changed by
the duty cycle. For example, if the ratio of scheduling pe-
riod is 25%, the forwarding period is 2 seconds, and if the
ratio of scheduling period is 20%, the forwarding period is
2.5 seconds. The energy consumption is normalized to the
energy consumed by an always-on node. As the ratio of the
scheduling period increases, of course, nodes drain more en-
ergy. However, interestingly, the goodput does not increase
proportionally to energy consumption. In case of 45 bytes
data frame, the goodput of GES-MAC reaches its peak when
the ratio is 25% and begins to decline as the scheduling
period is lengthened or shortened. This is because of the
schedule-based forwarding nature of GES-MAC. In 25% ra-
tio, because the hops which can be scheduled in a scheduling
period (e.g., 24 hops) are similar to the hops which can be
forwarded in a forwarding period (e.g. 25 hops), the goodput
is maximized. If the ratio is smaller (10%), the hops which
can be forwarded in a forwarding period (e.g. 100 hops) is
larger than the scheduled hops, will cause a large transmis-
sion delay and result in goodput degradation. If the ratio is
larger (30%), a data packet can travel only 20 hops in a for-
warding period, also resulting in goodput degradation. The
ratio of scheduling period for peak performance is changed
by data frame size because the hops can be forwarded during
the forwarding period is changed by data frame size. Thus,
in case of 90 bytes frame, 20% shows best goodput. In case
of 135 bytes, 15% shows best goodput.
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Fig.18  Service differentiation effect on the different number of
high-priority sources.

4.2.3 Simulation Results for Service Differentiation

Until now, we have evaluated providing energy efficiency
while maintaining high goodput. In this section, we evalu-
ate the service differentiability of GES-MAC and its over-
head. Increased goodput of high-priority packets represents
better service differentiability. To check this, we divide the
given set of sources into two categories, high-priority and
low-priority sources. High-priority sources generate high-
priority packets every ten seconds and low-priority sources
generate low-priority packets. There are total ten sources.
Therefore, the numbers of the high-priority sources reflects
the numbers of the high-priority packets in the network. We
vary the number of high-priority packets by changing the
number of high-priority sources and measured the effects of
the Priority-aware Schedule Switching (PaSS) on the good-
put of high-priority packets.

We measured the service differentiability of GES-MAC
by changing the ratio of high-priority sources. The number
of high-priority sources is changed from two to eight among
ten sources. Sources are not close one another. The result
is shown in Fig. 18. When PaSS is applied, even though the
total achieved goodput is slightly decreased, the goodput of
high-priority packets is increased (i.e. service differentiation
is supported). This is because PaSS allows high-priority
packets to preempt the schedules of low-priority packets
when a high-priority packet should pass a path reserved by
other low-priority packets. The slight degradation (4% on
average) of goodput is due to additional packet (e.g., SSR
or RES in Sect. 3.3) exchanges for schedule switches. We
believe that this overhead is reasonable for the service dif-
ferentiation support in schedule-based WSNs.

Figure 19 presents a closer look at the effect of the ra-
tio of high-priority packets on the schedule switch count.
It shows that the schedule switch count increases if there
are similar numbers of high and low priority packets (i.e.,
five high-priority sources among ten sources). Thus, the
increased goodput of high-priority packets is maximized at
that point. However, if either of the number of high-priority
or low-priority packets is larger, the schedule switch count
decreases because schedule switching does not occur be-
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tween the packets of the same priority.
4.3 Experimental Results with Tip30
4.3.1 Goodput Performance

The simulation result in Fig. 15 shows that GES-MAC pro-
vides high goodput. In the test with Tip30, we also had
checked this because the feature also influences supporting
short packet deadline. We measured the goodput of each
protocol by changing the deadline of the packets. Figure 20
shows the result when there is only one source. If packets
whose deadline are 5 seconds are generated, all protocols
except SMAC provide high goodput. However, the num-
ber of protocols which provides high goodput are reduced
as the packet deadline is shortened. If packets whose dead-
line is 3 seconds are generated, the goodput of BMAC and
SMAC+COR become zero. If packets whose deadline is
1 second are generated, the goodput of LASMAC becomes
low. Not like LASMAC, even in the case of 1 second dead-
line, if the packet is generated periodically, GES-MAC can
provide high goodput like COR. If the packet is generated
randomly, the influence by the initial delay overhead, dis-
cussed in Sect. 3.2.5, is big because of short packet deadline.
Thus, the goodput of GES-MAC is less than that of COR,
but GES-MAC still provides higher goodput than other en-
ergy efficient protocols.
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Fig.21  Detailed energy consumption in a radio module.

4.3.2 Energy Consumption in a Radio Module

We measured the average energy consumed by a node’s ra-
dio module of Tip30 and the result about the energy con-
sumption of GES-MAC discussed in Sect. 4.2.1 is also mea-
sured similarly in the real sensor nodes. In order to mea-
sure the energy consumption of Tip30, we check the amount
of time in idle, transmitting, receiving state, and calcu-
late the energy consumption with the parameter in Table 2.
One source periodically generates packets every ten sec-
onds. COR has no duty cycle, BMAC has 1:100 duty cy-
cle, and the other protocols have 1:4 duty cycle, as men-
tioned in Sect.4.1. The result shown in Fig.21 indicates
that the energy consumptions of the duty cycle-based pro-
tocols are much lower than that of COR because the domi-
nant part of energy consumption is idle energy. The energy
consumption of GES-MAC is 28% of COR’s energy. GES-
MAC consumes 5% more energy than LASMAC on average
because the test environment is less dense than the simula-
tion environment (in simulation, 15% difference). The more
consumed energy than LASMAC is cost for providing high
goodput. Like simulation, BMAC is very energy efficient
although it has difficulties in providing high goodput.

4.3.3 Discussion about the Overhead of GES-MAC

We need to discuss the overhead of GES-MAC to pro-
vide energy efficiency while maintaining high goodput.
First, we discuss the number of control packets. We mea-
sured the number of control packets with Tip30 nodes.
Figure 22 shows the number of detected control packets
at a node in the center area. The control packets are
RTS/CTS/ACK/SYNC/Preamble. Compare to COR and
BMAC, GES-MAC needs more control packets. As GES-
MAC uses synchronized duty cycle like LASMAC and
SMAC, at the beginning of every listen periods, SYNC
packets are shared even though there are no data packets to
forward. We think that the control packet overhead is a cost
of GES-MAC in order to balance high goodput and energy
efficiency. Additionally, because BMAC needs a pream-
ble packet for data forwarding, BMAC needs more control
packets than COR. Interesting feature is that COR needs the
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fewest number of control packets, but consumes very large
energy.

After analyzing the compiled size of code, we thought
that the code complexity is not proportional to the size of
complied code because the size of code can be changed
by programmer’s skill. For example, in our version, the
code size of SMAC is 50kbytes and that of LASMAC is
46 kbytes. However, theoretically, LASMAC is more com-
plex than SMAC because LASMAC needs node scheduling.
Thus, with the code that we have, we cannot address the
code complexity. Just note that the code size of GES-MAC
is 56 kbytes.

Note that we set the size of sub-slot in Sect.3.2.3 to
two time slots (i.e. 2 ms). The computing power of Tip30 is
not so good and each sensor has different computing power.
Thus, if we set the sub-slot to 1 ms, two nodes try to send
ACK simultaneously and collisions are induced. However,
after changing the size of sub-slot to 2 ms, GES-MAC oper-
ates as we expected.

4.3.4 Experimental Results for Service Differentiation

We measured the service differentiability of GES-MAC,
which is the effects of the Priority-aware Schedule Switch-
ing (PaSS) on the goodput of high-priority packets, with two
close Tip30 sources. One source is a high-priority source
(sourcel) and the other is a low-priority one (source2). In
this test, the previous service differentiation using different
Contention Window (CW) is applied. Sourcel has 16 slots
for CW and Source?2 has 32 slots for CW. The time deadline
is 1 second. In Fig.23, without PaSS, if a source2 sched-
ules SCs through the routing path earlier, the packet from
sourcel waits for long time gap and the packet does not
reach the destination within one second. Thus, 250 high-
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priority packets meet the deadline. However, if PaSS is ap-
plied, even though SCs are already scheduled for source?2,
the high-priority packets are forwarded earlier by schedule
switching. As a result, 360 high-priority packets (i.e. all
populated packets) meet the deadline. The increased high-
priority goodput means the good service differentiability of
PaSS.

5. Conclusion

The goals of our work are to provide high goodput in duty-
cycled environments and to provide service differentiation
while maintaining high goodput. We proposed a method,
called GES-MAC, which satisfies the goals. GES-MAC re-
duces idle listening energy consumption by using a synchro-
nized duty cycle. Cluster-based multi-hop scheduling pro-
vides high goodput in duty cycle environments. Priority-
aware schedule switching makes more high-priority packets
reach the sink node. Experiments showed that GES-MAC
reduced the idle listening energy consumption by about 70%
by using a duty cycle. The goodput of GES-MAC is not
much less than that of COR. GES-MAC also provides ser-
vice differentiation with little overhead. Therefore, GES-
MAC achieves our goals.
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