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ABSTRACT 

This paper introduces a representat ion of 
ev iden t i a l re la t ionsh ips which permits updating of 
be l i e f in two simultaneous modes: causal ( i . e . 
top-down) and diagnost ic ( i . e . bottom-up). I t 
extends the h ie ra rch i ca l t ree representat ion 
by a l lowing mu l t i p l e causes to a given 
mani fes ta t ion . We develop an updating scheme that 
obeys the axioms of p r o b a b i l i t y , is 
computat ional ly e f f i c i e n t , and is compatible wi th 
experts reasoning. The b e l i e f parameters of each 
var iab le are defined and updated by those of i t s 
neighbors in such a way that the impact of each 
new evidence propagates and se t t l es through the 
network in a s ing le pass. 

I INTRODUCTION 

The i n teg ra t i on of new pieces of in format ion to 
ex i s t i ng body of knowledge cons t i tu tes a 
fundamental problem in a class of decision-making 
tasks such as s i t ua t i on assessment, d iagnosis, 
pat tern recogni t ion and speech understanding. 
Knowledge-based expert systems and decis ion 
support systems must handle t h i s problem to 
achieve exper t ' s l eve l performance and to der ive 
v a l i d recommendations. This paper addresses the 
issues of e f f i c i e n t l y propagating the impact of 
new evidence and be l i e f s through a h i e r a r c h i c a l l y 
organized inference network. The inference 
procedure described here simultaneously models 
both causal and diagnost ic modes of reasoning. 
The causal mode of reasoning re fers to the 
inference process of updating the l i ke l i hood of an 
event due to modif ied b e l i e f in i t s causal fac tors 
whi le the diagnost ic mode of reasoning re fe rs to 
that of updating the l i ke l i hood of an event as a 
r esu l t of an update in some of i t s mani festat ions 
(Tversky and Kahneman 1979). 

The inference procedure described here is a 
genera l i za t ion of the Eayesian methods previously 
appl ied to trees (DDI 1973, Pearl 1983) toward a 
class of h i e ra rch i ca l networks su i tab le to model 
mu l t i p le causes. The tree representat ion i n s i s t s 
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that only one var iab le be considered a cause of 
any other va r i ab le . This r e s t r i c t i o n s i m p l i f i e s 
computations and avoids the problem of maintain ing 
consistency among i n t e r r e l a t e d va r i ab les . 
However, i t s representa t iona l power is so 
r e s t r i c t e d that many rea l problems cannot be 
modeled n a t u r a l l y . In order to comply wi th the 
requirements imposed by the tree s t ruc tu re , we 
must group together a l l the causal fac tors as the 
set of states of one s ing le va r i ab le . By 
con t ras t , when people associate a given 
observat ion wi th mu l t i p le po ten t i a l causes, they 
weigh one causal fac tor against another as 
independent var iab les , each po in t ing to a 
spec ia l ized area of knowledge. As an 
i l l u s t r a t i o n , consider the fo l l ow ing s i t u a t i o n : 

Mr. Holmes received a telephone c a l l from 
his neighbor n o t i f y i n g him that she heard a 
burglar alarm sound from the d i r ec t i on of h is 
home. As he was preparing to rush home, Mr. 
Holmes reca l led that l as t time the alarm had 
been t r iggered by an earthquake. On h is way 
d r i v i n g home, he heard a radio newscast 
repor t ing an earthquake 200 miles away. 

Mr. Holmes perceives two episodes which may be 
po ten t i a l causes fo r the alarm sound, an attempted 
burglary and an earthquake. Even though these two 
events are a p r i o r i independent and so, not 
mutual ly exc lus ive , s t i l l the radio anouncement 
reduces the l i k e l i h o o d of a burg la ry , as it 
"expla ins away" the alarm sound. Moreover, the 
two causal events are perceived as i n d i v i d u a l 
var iab les each po in t ing to a separate frame of 
knowledge. The computational scheme described 
here uses Bayes calculus to model that kind of 
i n t e r a c t i o n among causes in add i t ion to the ususal 
i n t e r a c t i o n among diagnost ic i n d i c a t o r s . 

This paper is organized as f o l l ows . Af te r 
present ing the basic concepts and d e f i n i t i o n s , we 
introduce two kinds of independencies which 
t y p i c a l l y character ize the i n te rac t i ons among the 
var ious causes of a common mani festat ion and among 
the various mani festat ions of a common cause. 
Exp lo i t i ng these independencies, b e l i e f parameters 
are i d e n t i f i e d and an e f f i c i e n t b e l i e f propagation 
scheme is developed whioh updates the be l i e f s of 
a l l var iab les in a s ing le pass through the 
network, avoiding i n f i n i t e re l axa t i ons . 

II HIERARCHICAL CAUSAL NETWORK 

The basic d e f i n i t i o n s and ooncepts used here are 
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borrowed from Pearl (Pearl 1983). A node in a 
causal netwrok represents a va r i ab le . Let a 
var iab le be labeled by a cap i t a l l e t t e r , e . g . , A, 
B, . . . , X, Y, and . I t s various states subscripted 
by numbers, e . g . , X , Y . A causal network is a 
d i rected graph where each l i n k X —> Y represents 
the re la t i onsh ip 'X causes Y1, and is quant i f i ed 
by a cond i t iona l p robab i l i t y matr ix M(Y!X) w i th 
en t r i es : 

We r e s t r i c t the arrows to fo l low the d i r e c t i o n of 
causa l i t y i n s i s t i n g that var iables be only re la ted 
by cond i t iona l p r o b a b i l i t i e s where the cause, not 
the e f f e c t , is the condit ioned va r iab le . The 
reason is that usual ly the p r o b a b i l i t y 
P(manifestation!cause) is psychologica l ly more 
ava i lab le (Tversky and Kahneman, 1979), and 
there fo re , can be e l i c i t e d wi th greater ease and 
v a l i d i t y than i t s counterpar t , 
P(cause'manifestat ion) (Burns and Pear l , 1981) . 

We w i l l r e s t r i c t our a t ten t i on to a special kind 
of graph, ca l led Generalized Chow Tree(GCT) where 
a node may have several parents but at most one 
underly ing path ex is ts between any pair of 
nodes . Since no cycle e x i s t , a l i n k B —> A 
p a r t i t i o n s the graph i n to two par ts : an upper 
subgraph, G B , and a lower subgraph, GBA .. These 
two graphs cons t i tu te h ie ra rch ica l representat ions 
for the set of data which we sha l l c a l l D R and 
D~ , respec t i ve l y . These data are defined as the 
observations and p r io r be l i e f s obtained only at 
the boundaries of network. Likewise, every node A 
p a r t i t i o n s the graph in to two par ts : above A, G ., 
and below A, GA , representing the data set D 
and D respec t i ve ly . Figure 1 shows the causal 
network representing Mr. Holmes' b e l i e f 
s t r u c t u r e . 

I l l STRUCTURAL ASSUMPTIONS OF INDEPENDENCE 

The l i ke l i hood of the var ious states of a 
var iab le X would, in genera l , depend on the en t i r e 
data observed so f a r . However, the existence of 
only one path from G to X impl ies that the 

3. A g e n e r a l c a u s a l ne twork w i t h c y c l e s may be 
t r a n s f o r m e d i n t o a GCT by a s y s t e m a t i c t r e a t m e n t 
such a s n e g l e c t i n g the l e a s t i n f o r m a t i v e l i n k 
(Chow 1968, Kim 1983). 

which means that X and Z are not independent a 
p r i o r i . but become independent once we know wi th 
ce r ta i n t y which state of Y p reva i l s . We w i l l c a l l 
t h i s re la t i onsh ip inter-symptom independence. 
(See Figure 2-a. ) 

The inter-causes r e l a t i o n is t y p i c a l l y perceived 
to work in the opposite d i r e c t i o n , i . e . , causes 
are viewed to be a p r i o r i independent and once 
the i r common symptom is observed they become 
coupled. In Mr. Holmes' example, home 
burg lar ies can safely be assumed independent of 
earthquakes. However, given the alarm sound, the 
l i ke l i hood of a burglary becomes dependent upon 
the occurrence of an earthquake. We c a l l t h i s 
re la t i onsh ip inter-causes independence (see Figure 
2-b) , and formulate i t v ia 
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V APPROXIMATION OF P(AlB.C) 

In p r i n c i p l e , the spec i f i ca t i on of P(A|B,C) 
requires a table w i th one entry fo r each s ta te 
combination of the var iab les A, B and C. Needless 
to say, such a tab le is rather troublesome to 
obta in from experts due to i t s s i ze . For t h i s 
reason, i t is necessary to approximate high-order 
cond i t i ona l p r o b a b i l i t i e s P(AlB,C) from pairwise 
r e l a t i ons P(A|B) and P.(A|C). 

A desc r ip t ion of a state at a given l eve l of 
d e t a i l is an aggregation of states of the next 
more de ta i led l eve l ( P a t i l 1981). The state of an 
aggregated var iab le is determined by a 
re l a t i onsh ip among i t s component s ta tes . Consider 
the Mr. Holmes example again. The s ta te 'a larm1 

is a summarization of i t s more deta i led l eve l 
s ta tes , 'alarm caused by burg lar and 'alarm 
caused by earthquake' . Moreover, e i ther a burglar 
or an earthquake may cause the alarm sound 
separate ly , whi le the state 'alarm sound' is fa lse 
when both 'alarm sound cause by a burg la r ' and 
'alarm sound caused by an earthquake' are f a l s e . 
We say that the s ta te 'alarm sound1 dominates i t s 
complement s t a te . The dominance re la t i onsh ip is a 
cha rac te r i s t i c of a var iab le i t s e l f , not of the 
causal re la t i ons wi th i t s neighbors. 

The st rength of b e l i e f of an aggregated state is 
computed by the sum of be l i e f s committed to i t s 
component s ta tes . This computation is i l l u s t r a t e d 
in Figure 4 in which be l i e f s supported by two 
causal states BK and C1 are combined. The 
v e r t i c a l axis represents the b e l i e f d i s t r i b u t i o n 
of A supported by Bk and the hor i zon ta l axis 
represents that of A supported by C . If we assume 
that A i dominates A, fo r i < j , then the combining 
formula is J 

4. We assume that a is chosen to make ∑BEL (A.) = 
1. However, one may re lax t h i s cons t ra in t to 
represent the degree of ignoranoe such as 
Dempster-Shafer system (Shafer 1976). 

where a is a normal izat ion constant. Eq (11) 
means that the regions of c o n f l i c t i n g labe ls are 
resolved by the dominance r e l a t i o n . 

The dominance r e l a t i o n may not hold fo r some 
va r i ab les . For those, the regions of c o n f l i c t i n g 
labels are ignored and the r a t i o of the diagonal 
regions serves to produce b e l i e f d i s t r i b u t i o n . 
For t h i s case, the combining formula is 

Note that t h i s formula resembles the Dempster's 
ru l e of combination known as "orthogonal sum" 
devised f o r the treatment of ignoranoe (Shafer 
1976) . 

VI PROPAGATION OF INFORMATION 

Assuming that the vectors 7[ and ^ are stored 
wi th each l i n k , our task is now to prescr ibe how 
the in f luence of new informat ion spreads through 
the network. 

A. updating 
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Equation (15) and (16) also demonstrate that a 
per turbat ion of the causal parameter, π, w i l l not 
e f f ec t the diagnost ic parameter, X» on the same 
l i n k , and v ice versa. Therefore, any per turbat ion 
of be l i e f s due to new evidence propagates through 
the network and is absorbed at the boundary 
wi thout r e f l e c t i o n . A new equ i l ib r ium state w i l l 
be reached a f te r a f i n i t e number of updates which, 
in the worst case, is equal to the diameter of the 
network. 

Eq (15) reveals that if no data is observed 
below A, i . e . , a l l X's to A are an un i t vec tor , 
then a l l X's from A are also an un i t vector . This 
means that evidence gathered at a node does not 
in f luence i t s spouses u n t i l t h e i r common son 
gathers d iagnost ic evidence. In Mr. Holmes' case, 
for example, seismic data per ta in ing to 
earthquakes would not have inf luenced the 
l i k e l i h o o d of burglary p r i o r to rece iv ing the 
neighbor 's telephone c a l l . I t i s a pleasing 
c h a r a c t e r i s t i c . Otherwise, a node may gather 
support through purely mental constucts void of 
d iagnost ic support. 

A node which has no predecessor needs a specia l 
parameter unless it is a data node. Since no 
causal in f luence is ava i lab le from i t s 
predecessors, i t requires an external parameter 
summarizing the background, a p r i o r i knowledge 

5 . A c c o r d i n g to W e b s t e r ' s New Wor ld D i c t i o n a r y , "a 
p r i o r i " means " f r o m cause t o e f f e c t " . 

p e r t a i n i n g t o t h a t node, t hus s e r v i n g the 
c l a s s i c a l r o l e o f s u b j e c t i v e p r i o r p r o b a b l i l i t y . 

G e n e r a l i z a t i o n o f Eq (15 ) and (16) f o r more than 
two c a u s a l f a c t o r s and more than two s e t s o f 
m a n i f e s t a t i o n s i s s t r a i g h t f o r w a r d (Kim 1983) . 

V I I CONCLUSIONS 

We have i n t r o d u c e d a f o r m a l i z a t i o n f o r t h e 
i n t e r a c t i o n among m u l t i p l e causes wh ich r e f l e c t s 
the way peop le o f t e n v iew causa l r e l a t i o n s h i p s . 
Based on t h i s f o r m u l a t i o n , we have ex tended t h e 
t r e e r e p r e s e n t a t i o n t o a c l a s s o f h i e r a r c h i c a l 
ne two rks capab le o f mode l ing m u l t i p l e causes w h i l e 
s t i l l m a i n t a i n i n g the c o m p u t a t i o n a l e f f i c i e n c y 
p r o v i d e d b y the t r e e r e p r e s e n t a t i o n : b e l i e f 
parameters are updated by l o c a l ( n e a r e s t 
n e i g h b o r s ) c o m p u t a t i o n s , t hey reach e q u i l l i b r i u m 
a f t e r a s i n g l e pass t h rough the ne twork and rema in 
c o n s i s t e n t w i t h the t e n e t s o f p r o b a b i l i t y 
c a l c u l u s . A d d i t i o n a l l y , t he c a u s a l ne twork 
r e p r e s e n t a t i o n l e n d s i t s e l f n a t u r a l l y t o 
o b j e c t - o r i e n t e d f o r m u l a t i o n ; each node i s an 
o b j e c t o f the same g e n e r i c t ype and the b e l i e f 
pa ramete rs are the messages by wh ich n e i g h b o r i n g 
o b j e c t s communicate . 
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