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Abstract—Smart Highway is a next generation road that
significantly improves the traffic flow, conveniene, and safety at
high speeds over 160 kilometers per hour. In ordeto achieve the
goal, the smart highway requires collecting a largeamount of
information including road conditions, environment, vehicle status,
driver’'s condition, and other useful data. In thisregard, wireless
sensor networks can be an appropriate solution siecthey were
born for the purpose. However, existing wireless ssor networks,
such as ZigBee and other legacy sensor networks Meadifficulties
in constructing a global infrastructure for the smat highway. We
thus propose an IP-based wireless sensor networkgrastructure
as an optimal solution for the smart highway. Thigpaper shows its
suitability, service model, and architecture, andtien describes our
implementation of a test bed and evaluation. We fally conclude
with remaining issues for further research.
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. INTRODUCTION

MART highway is a project run by the Korean goveemtn

to build a next generation intelligent highwayidtrooted
from ITS (Intelligent Transportation System) enaglidrivers
to keep focusing solely on driving at speeds o%érKilometers
per hour; its aim is to guarantee smooth traffiowfland
minimize accidents by integrating various cuttirge
technologies into it. Thereby, the government etgét to
increase the mobility of vehicles and energy edficly, and play
an important role as an IT (Information Technolotpgt bed.

Building a smart highway system basically requidata such
as traffic flows, traffic control, accidental cinrmstances, road
conditions, and weather. Gathering the data antsfivaming
them into useful information also need to integrdteelated
high technologies with the smart highway systemeréhexist
diverse ITS technologies which can be appliedéststem as a
solution; however, recently emerging technologieparticular
wireless sensor networks for facilitating many lkinef

Broadband) for a reliable vehicle-to-vehicle comination

between fast moving vehicles, can offer more prowis
solutions than the existing technologies can. Ia plaper, we
focus on wireless sensor networks to build an gtftecture for
the smart highway as an optimal solution which aee$ the
legacy wired networks suffering from several kngwablems,

such as difficult installation, cost of maintenandack of

scalability, and other drawbacks, in measuring eradiweather
conditions and observing traffic flows and speefisahicles

around the high-speed roads.

Wireless sensor networks, as a chief componeifteo$inart
highway, vary from non-standard to standard prdscBor
instance, there are legacy wireless sensor netwatdch as
TinyOS [1], ANTS [2], and other proprietary senatworks,
and ZigBee [3] standard. However, both wirelessssen
networks solutions are originally designed on a-Hinternet
Protocol) and local network basis. They thus hawarn
difficulties in connectivity, interoperability, ancompatibility
with heterogeneous networks. Sensor nodes areyteltdived
to communicate with peers outside the local netwbreed,
they can support connecting sensor networks tinteenet and
other sensor networks somehow via proxy-based aphes
but additional works should be taken care of, agtranslation
between IP and local network protocols; howevesy tare not
yet seamless.

In this paper, we propose IP-based wireless saretarorks
(IP-WSN) as an infrastructure for the smart highw&/WSN
meets 6LOWPAN specifications [4] which define how t
harness IPv6 packets over IEEE 802.15.4 networleshE
sensor node in IP-WSN has a globally unique autdigored
IPv6 address and is transparently connected timtmet with
TCP/IP protocols through 6LOWPAN adaption layer and
lightweight TCP/IP stack. Unlike the non-IP baseileless
sensor networks, IP-WSN leverages great advantages
existing Internet standards rather than recreaimijar works
for the same purpose.

The proposed infrastructure for the smart highlitatés the

environmental data around roads and WiBro (Wirelesidvantages of IP-WSN as shortly described aboviisrpaper,
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we present what IP-WSN is about and what benéfitkes in
detail; we then propose the entire architecture saglices of
the smart highway based on IP-WSN in section Ikdation Ill,
we describe implementation details of an IP-WSNited as an
interim process for constructing the whole infrasture.
Section IV includes performance results of the tped test
bed deployed in the KOREN [5]. Finally, we concludih
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remaining issues for further research.

Il. IP-WSNINFRASTRUCTUREFOR SMART HIGHWAY

A. |P-based Wireless Sensor Networks

IP-WSN (IP-based wireless sensor networks)
low-power wireless personal area network equippét W
connectivity between sensor nodes and any |P-etialgleices
including mobile handsets, PCs, servers, and odesices
deployed in different networks as well as same asts/using
standard Internet protocols. A sensor node acqairasique
IPv6 address and connects to the Internet via INWW&eway.

IP-WSN is based on 6LoWPAN standards by IETF 6LoWPA
working group [4] who standardized RFC4944 [6] an

RFC4919 and has been proposing various. In additiarew
working group, ROLL (Routing Over Low power and kgs
networks), is making efforts to provide an indepartdP-based
routing solution for low-power and lossy networkecently,

many researchers and companies including ArchRGdco,

Dust Network, and other organizations are livelytipgating

in standardization activities. Those working growgfforts are

based on the fact that the size of a network stzaipressed
packet length, and energy overhead are reasonaibipaced to
ZigBee [7]; moreover, the advantages of IP-WSN eiging

its drawbacks can get rid of possible worries on it

B. Smart Highway Infrastructure

Smart highway is a future high-speed road reduataident
rates and supporting intelligent and convenienirenment to
drivers by providing road, vehicle, environmentahd human

information related to driving so that the drivees concentrate

solely on their driving. Many countries in the wbrhave
invested aggressively in ITS research realms. Tloee#n
government also plans to construct the smart highmahich
the traffic speed is over 160 Km/h guaranteeingimized
accident rates.

To construct the smart highway, it is importantgather
useful data such as road conditions, environmemiglitions of
drivers and cars, and other environmental facimetermine
circumstances which can cause accidents and praliders
with more convenient and safer ambiance. In thigam

is t

wireless sensor networks can offer a well-suitédt®m for this

purpose. Legacy wireless sensor networks, howelave
several well-known limitations: local-scope networko
standard protocol, high cost and effort to implemand
integrate, and other drawbacks. Therefore, we hsigned
the IP-based wireless sensor networks infrastractar the

hfmart highway so that all the sensor nodes angyiem can

connect transparently each other based on theasthhuternet
Protocols and facilitate their advantages.

In the IP-WSN infrastructure, numerous sensor nodes
equipped with different kinds of sensors are dggidoaround
roads to collect information of freezing, fallingocks,
temperature, humidity, fog, fire, wind directioning velocity,

elocity of the cars, and other useful environméitey then

orm an IP-based wireless personal area network saacd
monitoring environment to provide drivers with tbellected
information. Each sensor node has its own autoigorgd IPv6
address so that it can be globally accessiblegblyera sensor
node can communicate with the transportation manigo
center, car system, and user display (Figure 1)hd@dnternet.

As shown in Figure 1, we have designed the IP-WSN
infrastructure for the smart highway from Gangneugityg to
Seoul city in Korea. The infrastructure mainly dstsof three
parts: 1) TMC (Transportation Monitoring Center)JR-WSN,

3) User Display. Firstly, TMC is the integrated rtoring
system whose aim is to collect all the data fromsse nodes in
local IP-WSNs, generate context-aware informati@md
provide users with advanced services. The TMC s
hierarchically configured; each city manages onenmre
TMCs and each TMC is communicated with a centralCTM
Secondly, IP-WSNs are deployed all sides arounds.oBach
IP-WSN comprises an IP-WSN gateway, router noded, a
sensor nodes. The gateway connects IP-WSN meslnkstto
the Internet via Wi-Fi/Ethernet/WIBRO/HSDPA intecés.
The router nodes with rich resources not only fody@ackets in
the middle of a path, but also have responsilitityexpanding
communication coverage, acting as a proxy direcgsnt, and
helping neighbor discovery and time synchronizatearhead
decreased on behalf of a PAN coordinator. The senstes are
battery-powered devices equipped with various kofdensors
to gather environmental data including temperathrenidity,
wind direction, wind velocity, fog, vehicle velogjtfalling rock,



camera, fire detection, and other environmentak@es in
addition, the actuators incorporate induction lamgsocity
displays, warning displays, warning lamps, and otevices.
Thirdly, a user display is a device that shows -tiead
information to help users drive safe and comfogabhe user
display connects to the TMC via HSDPA/WIBRO inteda to
retrieve real-time information. The TMC transmits
environmental information, such as whether condjticoad
condition, danger zone, traffic information, andeduent
accident area, to drivers in a moving vehicle. Tker display
provides a graphical user interface based on gpbga
information system and multimedia to offer more \cament
and visualized information.

We have implemented an IP-WSN test bed first ageaim
process to build the entire IP-WSN infrastructwethe smart
highway. Constucting the test bed is one of thetsiggificant
work which should be performed before deployingl#&VSN
on the target roads. Our indoor IP-WSN test bedoleas built
in KOREN (KOrea advanced REsearch Network) [5]eafy
and validate its stability and performance of IPIWVS
infrastructure for the purpose.

IMPLEMENTATION
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FIGURE 3. BOOTSTRAPPING ANDROUTE ADVERTISEMENT

Regarding routing protocol, we have implemented dwiL
routing protocol, i.e. tree routing protocol, whishan expired
6LOWPAN draft. There are three proposed routingtquol
drafts which are HiLow, LOAD, DYMO-low. However, ne
of them has been standardized so far. In this paperchose
HiLow routing protocol based on width-first algdmit due to its

salability, convenient address structure to marthgesensor

networks by using a 16-bit short address, and red rie
maintain a routing table.

The auto-configuration is performed in the process
so-called bootstrapping. The optimization of ND igtdor

Our IP-WSN sensor node runs on two different patto Discovery) of IPv6 has been being discussed ir6tt/VPAN

which are OSAL (Operating System Abstraction Layar)T|
(Texas Instruments Inc.) solution and ANTS EOSORRESL
(Real-time and Embedded Systems Laboratory) in
(Information and Communications University). Thisper
handles implementation on the former platform.

IC

a. Software

working group; though, it has not been standardystdneither

has bootstrapping. We have designed our own bagptsitig
gnd network prefix advertisement mechanism. As shaw
Figure 3, auto-configuration is performed just aftan
association process between two nodes and thengpimbde
then registers itself to a PAN Coordinator so ttieg PAN
coordinator can manage all the registered nodasHAN and

IP-WSN sensor node software meets RFC4944 anrdvertise the network prefix periodically. Fromsthiethod, the

RFC4919 whose subjects are “Transmission of IPvekéta
over IEEE 802.15.4 Networks” [6] and “6LOWPAN: Oviaw,
Assumptions, Problem Statement and Goals” in order.
shown in Figure 2, a 6LOWPAN adaptation layer lesat
between a network manager and a lightweight TCBi#ek.
Our implementation of 6LOWPAN adaptation layer rseet:
RFC4944; however, fragmentation/reassembly wasided. It
is mainly because we set it as the lowest prioty
implementation for the reason that normal sensdwaré&
applications do not require a large frame sizedlect and
handle sensing data from sensor nodes. The lek staigure
2 depicts the IP-WSN sensor node network stackbanés in
white mean unimplemented components in this paper.
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FIGURE 2. IP-WSN SENSORNODE AND GATEWAY NETWORK STACK
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overhead of multicast messages of ND can be caaditye
reduced since only unicast messages are utilizéteiprocess.
The components of our embedded TCP/IP stack support
lightweight IPv6, ICMPVv6, and UDP which are in grayrigure
2. Especially, ICMPv6 supports echo request/repbssages
and neighbor discovery messages. TCP protocol ishén
progress of implementation and security service atiter
useful protocols—SNMP, NTP, Service Discovery,
etc—are further research topics.

and

b. Hardware

We have developed IP-WSN sensor node hardware simown
Figure 4. The sensor node hardware includes MSR336E8
MCU, 8KB RAM, 116KB flash memory, and CC2420 RFislt
powered by two AA-sized batteries and containsd88 port
for communication between IP-WSN coordinator and\IBN
gateway and debugging.

B. 1P-W3N Gateway

The implemented gateway was designed to handlec basi
requirements of IP-WSN and further research topitis rich
resources. We describe the details as follows.

a. Software
The IP-WSN gateway has three major roles: 1) |Pagkpt



delivery from the Internet to the correspondingssemode and 880

vice versa; 2) network prefix handling; 3) netwarenagement. = —

For the first role, the gateway supports an IPe@lstt leastas 5 == | 5o

well as IPv4 stack since IP-WSN is based on IPvécdbise = .. - (I
IPv6 networks are not fully deployed throughoutwweld; that % 860 T § om |

is, IPv6 should be delivered not only in IPv6 neteoby = ] . 1CHPS (o] 7 o [om ]
default, but IPv6 packets should also pass thrabghlPv4 = s oo v, UDP ] o

networks. For the purpose, the gateway networkksiac ™ .
equipped with both IPv4 and IPv6 stack and fa¢d#a6to4 ’ ' szbm;hops ) ’ Numberof hops
tunneling to support an IPv6 packet delivery viadRetworks. FIGURE 5. PERFORMANCE ANDSUCCESSRATE

In addition, the gateway uses the same adaptai@r ks the
sensor node as shown in Figure 2. Its objectit@ i®mpresses the depth to 5. The performance is measured bpdakierage
and decompresses the incoming and outgoing padkets round-trip time by hop of 100 ICMPv6 and UDP echo
transparent packet delivery. request/reply packets with which full test dathillied up to 127
The gateway helps the PAN coordinator node wittitéich  bytes; i.e. the maximum frame size of IEEE 802.15.4
resources manage the entire PAN in performing ¢lcered and As shown in Figure 5, the average round-trip timéabp for
third role. The coordinator is connected to theegaly with a both ICMPv6 and UDP is getting slightly increasesi the
serial cable to communicate each other so thanitrequest the number of hops grows. The success ratio of packkvedy
gateway to handle many works on behalf of it. Tagay as a ranges from 91 % to 100% regardless of the numbapps.
first device retrieving a network prefix in bothses of IPv6 According to our analysis, two major factors afiegtthe
networks and 6to4 tunneling shares the networlkppvéth the  average round-trip time were an asynchronized p€ration to
PAN coordinator and periodically advertises a nekaarefix =~ multiplex both serial and virtual tunneling inteséainputs and
and notify all the sensor nodes of its alivenessidigg unicast the sum of transmission rate between the KORENa6tb4
messages. Likewise, maintaining all information seinsor relay server and between the remote host and ldyeserver. In
nodes in the gateway makes it much easier to cithenetwork  addition, the only reason causing packet lossestvessilure of
management works. For instance, development of amktw serial communication between the gateway and théN PA
management applications and tools is far more auemethan coordinator independent of influence of wireles&di
retrieving node information from the PAN coordimatand
information residing in the gateway is useful farmerous
applications such as commissioning, neighbor disggwtime

synchronization, SNMP, security, and other reseautijects. In this paper, we introduced the architecture ofagm
b. Hardware highway integrating state-of-the-art technologiéthWwP-based

. ireless sensor networks and showed what we have
The developed IP-WSN gateway hardware is shown m

|Hﬂplemented to build the infrastructure. The reswghows
Figure 4. The gateway hardware includes Embeddeel In . o . L
Pentium processor, 512MB RAM, and 8GB CF memonto approximately 95% of packets are successfully dedig via the

Fedora core 7 and two USB ports for a serial conication Internet and encourage us to improve the performanc

between the gateway and the PAN coordinator and WLAmOd'fylng a current /O operation and the 6to4 klmy

interface. The PAN coordinator is stacked on theway board method as well as the success rapo by fixing . Eeria
to reduce volume communication. Our future work will also includeew design

of sensor node hardware with sufficient RAM, impéstation
of fragmentation/reassembly, low-power routing pools,
reliable security/mobility support, network managem) and
other research subjects to make IP-WSN play a @lrucle in
building the smart highway infrastructure.

V. CONCLUSION AND FUTURE WORK
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