
dure ( N  = L + hl - 1 + N,, i L - 1 + N,. h'l hl - 1 + N,, and N, > 0) [Note: F E L M S  ADF 
Fig. 1. Realization of FELhlS and FWBLMS  ADF's uslng FFT and  overlap-save sectioning proce- 

connected N, is the number of zero  data needed for augmenting the Input data, thereby 
I S  realized wlth the positton "A" connected and F W B L b \ S  ADF 1s reallzed with the positlon "5" 

allowing  to choose a suitable transform of lenath N S / P  = serlal-to-parallel conversion and 
P / S  = parallel-to-serial conversion 1 

A Frequency-Weighted Block L M S  Algorithm 
and  Its  Application to Speech  Processing 
I. c. LEE, c. K.  U N ,  AND D. H. CHO 

In this  letter,  we  propose J frequency-welghfed  block LhlS 
(FWELMS)  algorithm  that is based on m/nimizJfion of the 
f requcncywrighted block  mean-squared error. The fWEIh1S al- 
gorithm has an imporfant  advantage  over  the  rime-domain Lh1S 
algorifhm m that i t  can be designed wifh  different  frequency 
wcightmg on ( v o r  signdl depending on the  relafivc  significance of 
vJrious f r r q u c r ~ y  bands. Application of thc FWELMS algorithm in 
d d ~ p t i v c  linear  prediction of speech is  discussed, 

lNTRODUCllON 

Rcccntly.  considerable research effort has been  directed  towards 
r f f i c i rn t  realization  of  adaptive  digital  filters  (ADFs)  uslng  thc  block 
lrdst  mean square (BLMS) algorithms [I]-[J] In the B L M S  ADFs. 
filter  weights are updated  once  in every block  rather  than a t  cvcry 
sampling  Instant. Since the  block-estimated  gradient  becomes 
cross-corrrlatlon  between  the  input  and  the  error signal In  the 
block.  the B L M S  ADF can be  realized  efficiently  uslng  thr fast  
Fouripr  transform (FFT). The frequency-domain B L M S  (FBLQIS) ADF 
in  which  filter  weights are adjusted in  the  frequency  domain 
converges fast  even for a highly  corrdated  input [ 1] , [2 ]  In this 
letter,  we  investigate  another  attractfce  feature  of  the FBLllS ADF. 
Specifically. we study a frequency-weighted B L M S  (FWBLMS) weight 
adjustment  algorithm that is based on  mlnimizing a welghted  sum 
of  frequency-domain errors, and discuss the use of  the  algorithm In 
linear  prediction  of speech for  improving  the  subjective  quality  of 
speech. 

Manuscrlpt received luly 30, 1984; revised October 2 3 ,  1984 
The authors are with the Communicatlons Research  Laboratory, DE- 
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A  FREQUENCY-WEIGHTED BLMS ALCORITH~L~ 

Let us consider  a transversal ADF operated on the  block-by-block 
basis.  Prior to derivation  of  the FWBLMS algorithm,  we  briefly 
review the FBLMS ADF. Let hl. L ,  and N be  the  number  of  filter 
weights,  the  block  length,  and the transform  length  of FFT. respec- 
tively. The FBLMS ADF  shown in  Fig. 1 can  be  obtained  by  minimiz- 
ing the frequency-domain  block  mean-squared error (BMSE). In this 
ADF,  the  frequency-domain error vector ek i n  the kth  block is 
given  by [ I ]  

dk L(XkB&f,Owk) ( 1 )  

where d, and w, are the ( N  X 1)  desired response and  filter  weight 
vectors,  respectively, both  in the  frequency  domain,  and X, is an 
( N  X N )  diagonal  matrix  whose  diagonal  elements are the trans- 
formed  input data [see Fig. I ] .  In ( I ) .  the two ( N  X N )  matrices Yo [ 
and Bhf,o realize  the  sectioning  procedures  needed for computing 
the  filter  output  and  adjusting the filter  weights,  respectively. They 
are defined as 

and 

where F is the ( N  X N )  discrete Fourier  transform  matrix, I ,  and I,( 
denote ( L  X L )  and (h1 X hi) Identity  matrices,  respectively,  and 0 
is a zero  matrix. 

As a performance  criterion  in  adjusting  the  filter  weights,  the 
frequency-weighted BMSE (FLLBblSE) e i w  i s  defined  by 

where  the asterisk and E [ . ]  denote  complex-conjugate transpose of 
a matrix  and  statistical  expectation,  respectively.  In (3). r is an 
( N  X N )  diagonal  matrix  whose  diagonal  elements are of  nonnega- 
tive  values  and  their  relative  magnitudes represent the  relative 
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significance of each  frequency  component.  Following  the same 
approach  used  for  the FBLMS A D F  [ 2 ] ,  we  can have from (1) and (3) 
a  gradient  of  the FWBMSE with respect to  wk as [5] 

V P (  W k )  4 - = 
a d w  
a wk 

-2E [9M,0X, *90 ,L rek ] .  (4) 

Thus, using  an  instantaneously  estimated  gradient,  we  obtain  from 
(4) an FWBLMS weight  adjustment  algorithm as the  following: 

w k + l  wk + !@M,0X!90,1rek ( 5 )  
where p is a  convergence  factor  controlling  the  convergence  be- 
havior  of  the  algorithm.  When  the  initial values of the  filter  weights 
are zero,  the  algorithm  of (5) can  be  realized  alternatively as [I],  [5] 

In Fig. 1 ,  a block diagram  of  the FWBLMS A D F  using  the  algorithm 
of (6) i s  shown  together  with that  of  the FBLMS ADF.  It is noted 
here  that, when r is an  identity  matrix,  the FWBLMS algorithm 
becomes  identical  to  the FBLMS algorithm since 9oo,lek = et.  Also, 
it is noted  that,  when I is sufficiently larger than M , 9 0 , 1  can  be 
approximated as an  identity  matrix. In that case, one  can  eliminate 
the FFT and  inverse FFT operations  that are needed  just  after  the 
frequency  weighting  operation in the FWBLMS A D F  [see ( 6 )  and 
Fig. I ] .  

APPLICATION OF THE FWBLMS ALGORITHM 

It i s  known  that some  frequency  weighting  on  the  error  signal  in 
a  speech  processing system is desirable in  improving  the  subjective 
quality  of  speech [6]. One  of  the  commonly accepted aspects of 
speech perception is that  noise in the  frequency range of 1 to 3 kHz 
introduces  more serious  degradation  in  intelligibility  than  that in  
other range [7]. 

To investigate  the  effect  of  frequency  weighting,  we have studied 
adaptive  linear  prediction  of speech using  the FWBLMS algorithm 
by  computer  simulation, in which  we have used a one-step  predic- 
tor  with  ten  prediction  coefficients. The real  speech input  having 
unity signal power was sampled at 8 kHz  and  processed at every 
22.5 ms. For frequency  weighting  we used a C-message weighting 
function [8] that  emphasizes  the  error signal in  the  frequency  band 
of 1 to 3 kHz.  In Fig. 2 ,  the spectral envelopes  of  the  Hamming- 
windowed  prediction errors o f  a  voiced speech block are compared 

FREWENCY I Mzl 

Fig. 2. Spectral envelopes of prediction errors  for a voiced 
speech block with (solid  line) and without  (dotted  line) C-mes- 
sage frequency weighting 

for  the cases with and  without  frequency  weighting. It is noted  that 
our  simulation results  for  the cases with  and  without  the 9?,L 
operation  after  frequency  weighting  do  not  show  appreciable  dlf- 
ferences in  the performance  of  our  application  example  with M = 
10 and L = 180. It is clearly seen from Fig. 2 that,  by  having  more 
emphasis in  the range of 1 to 3 kHz,  the  frequency-domain  error in 
that  range  can  be  reduced at the expense in  other  frequency  region. 
According  to  our  preliminary  results of computer  simulation,  one 
can  improve  the  performance  of  the FWBLMS adaptive  linear  pre- 

dictor  by  more  than 2 dB in the  frequency-weighted  signal-to-noise 
ratio. 
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The Observation of Individual 
Natural-Frequency Resonances of Radar 
Targets Through the Scattering of Long 
Pulses 
W. E. HOWELL AND H. UBERALL 

The Singularity Expansion Method has shown  the transient echo 
amplitude of radar  targets to be characterizedby  complex-frequency 
poles and their residues. We note  that  the use of pulsed signals of 
long  duration  permits  identification  of  individual  pole resonances 
by the  observation of their  ringing. 

The  Singularity Expansion Method (SEM) [ I ]  is based on the 
observation  that  the echoes of radar pulses  scattered  from  a  finite 
target appear as the  superposition  of  damped  sinusoids, 

N 

a- I 

with complex  amplitudes R, and  exponents <,. Such a signal shape 
indicates  the  presence  of  complex-frequency  poles  in  the  scattering 
amplitude,  via  the Laplace transform 

where s = w / i ,  and w, = Im5,  are the  natural  frequencies of the 
target  whose  existence gives rise to  resonances in  the scattering 
amplitude  of (1 b). 

This  latter  equation  corresponds to  a single-frequency  excitation 
of the  resonances. If the  incident  amplitude is pulsed in  time, its 
Fourier  spectrum C( k )  weighs  the  factor R,  i n  (1 b), where k = w / c .  

A  short  pulse is characterized by a wide  spectrum C ( k ) ;  for 
G ( k )  = 1, one has t n C ( z , t )  = S ( z  - ct ) .  In such  a case. many  pole 
terms  contribute  to (1 b). 

An  incident  pulse of long  duration has a  narrow  spectrum C(kL 
whose  weight in  (Ib) can radically limit  the  number  of  poles 
contributing  to (1). In fact, i f  the  pulse  duration is  chosen long 
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