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Abstract—This paper proposes a new frame synchronizer that that a packet starts with a data sequence of leiiytbllowed
can achieve frame sync in presence of frequency offset. In partic- by a training sequence consisting bf- 1 guard symbols and
ular, a maximum likelihood (ML) algorithm for joint frame syn- g sync pattern of duratioW,(Fig. 1). The guard symbols are
chronization, frequency and channel estimation is developed. Its jnserted so that the sync pattern is not affected by random data.
derivation starts with the assumption of additive white Gaussian After the sync pattern, data symbols are contifudthe train-
noise (AWGN) channels, but the results is extended to frequency . . '
ing sequence is denoted By _r11,...,5-1,80,--,SN,—1}

selective channels. It is shown through computer simulation that hich the firstl, — 1 | q bols. |

the proposed scheme outperformed the existing schemes when fre-!n which the firstL, — 1 samples repr.esent guard symbols. It

quency offset exists. is assumed that symbols are transmitted4rary PSK format.
The received baseband signal, which is sampled with symbol

o . i interval T, is expressed as
Index Terms— Frame synchronization, maximum likelihood, s P

frequency offset. L—1

rE= > el O TR g (2)
I. INTRODUCTION =0
Motivated by the fact that frame synchronization is usually ‘
performed before carrier recovery is completed, frame synchrheree’’* is the M-ary phase-modulated symbol at timelk;
nization which are tolerant of frequency and phase errors hal@Presents the channel memoty:= [ho, hs, .. ., hp]is a
been developed recently [1]-[4]. They are ML rules—uwith thevector containingdl’;-spaced samples of the channel response;
exception of an ad hoc rule in [1}—for AWGN [2],[3] and fre- and f, denotes the frequency offset. Complex AWGN is de-
quency selective channels [4]. The ML rules have been derivé@ted bywy.. Its variances?, = No/E, where E, represents
following two different approachés One is theBayesianap- Symbol energy andV, is the noise power. For AWGN chan-
proach adopted in [2],[3], which involves averaging of a probl€ls,L = 1 andhg = e/ whereg, is the phase offset. In this
ability density function (pdf) over transmitted data, frequenc§@sesx in (1) is reduced to
and phase offsets. The other is fleint estimation approach
adopted in [4], which jointly achieves frame sync, frequency Tk
and channel estimation. In this case, to simplify the derivation, _ S
the rule assumes a special sync pattern which is periodically re-1hroughout this paper, frame synchronization is started un-
peated. der the assumption that the position of packet is roughly known
In this paper, we first develop a new ML rule for AWGN UP to an uncertainty of. € {0,1,..., P + L — 1} symbols
channels following the joint estimation approach. Then we rdSuch coarse frame sync can be achieved by automatic gain con-
turn to the problem discussed in [4], but derive an ML rule thdfol [4]). The test metric for frame synchronization is evaluated

— oI Ok 427 foTsk+¢o) + wg. 2)

allows an arbitrary sync pattern. The advantage of the proposféam N rgceived samplegro,r1,...,7N-1}. The obs.ervation

rule over the existing schemes is demonstrated through coMfindow sizeN > N, + P + L — 1 because otherwise, some

puter simulation. received samples corresponding to the sync pattern may be ex-
cluded.

Il. SIGNAL MODEL

We consider packet transmission over a dispersive chanmet

whose dispersion spans up]t,csymbol intervals. Itis assumed 2 The training sequence in this packet is a midamble, and thus the proposed
synchronizer which will be derived based on this packet is most suitable for

systems such as the GSM [6] that employs a midamble. To consider a preamble

1 Additional discussion about these approaches may be found in [5]. some minor modification is necessary.
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I11. D ERIVATION OF THE PROPOSEDFRAME

SYNCHRONIZATION

A. Frame Synchronization in AWGN channel

Fig. 2 llustrates the received sequenae
{ro,m,...,rny—1} in the observation window and the
corresponding transmitted sequence for an AWGN channel.
the sync pattern starts at theth position,u € [0, P], then the
conditional pdf ofr assumingu, fo, ¢o andd is given by

N-1

[1

k=0

Es
7TNO

—|rp—ed Prt2m foTsk+d0) |2 %
[

p(r | i, fo, ¢o,d) =
(3)

The joint ML estimates of:, fy and¢, are obtained by maxi-
mizing p(r | &, fo, $o) With respect tqu, fo andg,. Evaluating
the average of (3) over all possible ddth}, we get

p(r|uvf07¢0):ﬁ Zp(r‘uaf())gb(hd)' (4)

all d

To simplify this expression, the information symtf* is ap-
proximated ase’® where o has a uniform distribution over
(—m,m)[1, p.283]. Then

p(r | 1, fo, o

kgQ

( Eq

7TN()

1%

u+N -1 . 5
) o Irh— sk CrfoTek 602 B

7TNO

e/
2 —7
)N N-1

j(a+2m foTsk+¢g)|2 Es
—lrk—e " %o do

[T G4/
k=0

p+Ns—1
2B e, o) BT IoTek b))
k=p
2F, -
. H Iy ( s |rke—y(27rfoTsk+¢o)|) (5)
No

kgQ

where Q@ = {p,p + 1,...
1 ™
21 J—x

of first kind. The conditional pdf in (5) is further simplified by
approximatingly (z) asel®! /v/2x [7]:

i+ Ny — 1} and Ip(x)

e®es90 is the zeroth-order modified Bessel function

kNl

w,fo and ¢y and subtracting a constaht, _ |rk|, the fol-
lowing test function is obtained:
A(M?f()a(b())
p+Ng;—1 p+Ng;—1
N Z Re{rks,*c,ue_j@”f"nk’wo)} _ Z |re|
k=p k=pn
If
Ngs—1 Ny—1
Z Re{,n“rus;eﬂ(27rfoTsl+¢o)} _ Z 71l
=0 =0
£ A / 7
- (/’L7f07¢0) ( )
wherel = k — p and ¢ = ¢o + 27 foTsp. When the

frequency and phase offsets are zero, this expression reduces
to the ML rule for high SNR derived in [8]. Maximization

of A(u, fo, @) with respect tou, fo, and ¢ can be achieved
through the following three step procedure [1, p. 348jirst
maximize A(u, fo, ¢;) with respect tag(, for each possiblg:

and fy, Specifically, an estimate @f, is obtained as a function

of p and fy:

&4 (s fo) = arg max A(u, fo, ). (®)

Second derive an estimate ¢f as a function ofu, which is
expressed as

foli) = argmax A, fo, 6 = S (. fo))  (9)
Third selectu, with the largest likelihood
ji = argmax A, fo = folr), d = &4 (i, fo(w))).  (10)

To derive (8),A(1, fo, ¢) is differentiated with respect t¢,
and the result is set to zero. This yields

Ng;—1
Po(1; fo) = arg{ > mws?e‘ﬂ”fonl} (11)
=0
Using (11) in (7), we get
A, fo, 86 = 0 (. fo) = N (. fo) — Z el (12)
where
Ng;—1
AN, fo) = Z Tigpspe I ioTsl (13)
1=0

Now fo (i) in (9) can be obtained by maximizing' (s, fo).
Differentiating thesquareof fo () with respect tofy and setting
the result equal to zero yields

Ng—1 Ng—1

> Y-

=1 m=1

M) L] Ty S /2000 = 0. (14)

p(r | p, fo,¢0) = C(r)
+Ng—1
g 621\];:; Re{rys;,_, e 7GmfoTsk+o0)y H 6(215:08 ‘7.k|) (6)
k=p k¢
, N— 1 _
where C(r) = 75;0 H (|Iri|?4+1) Es /NOW.

3 Sincep, fo andgy, are finite,A(u, fo, ¢{,) can also be maximized through

After taking the logarithm, dropplng the terms independent afn exhaustive search [5].
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or equivalently,

Ng—1
Im{ Z lp(l)eﬂ’rf“Tsl}
Nt
= > Up)| - sin (arg[p(l)] — j2m foTil) = 0 (15)
=1

where
Ng—1

PR
p(l): E T’m'f‘lbsmrm—l-&-usm—l

m=l

(16)

~

Note that arg [p(l)] 2rfoTsl (in fact, arg[p(l)]
27 foTsl for the noise-free case). Thereforgn (arg [p(1)] —
27 foTsl) ~ arg [p(1)] — 27 foTs! and the following estimate is
obtained from (15):

X 1 &
fol) = 5= S wi arg {p(1)} (17)
S=1
wherel < R < N, —1and
1 U] 18)

S m2|p(m)]

It should be pointed out that direct computation of (15) leads to

fo(u) with R = N, — 1. The design parametét enables us to

adjust the acquisition range of the frequency estimate, which

given by
1

2RT, (19)

| fo(u)] <

(see Eq. (13)). The proposed frame synchronization rule is ob-

tained from (10) and (12):

Ng,—1

E ' rl+usfe’j2”f°(")Tsl
1=0

Ns—1
S w}.
=0

(20)

[l = arg max {
I
wheref, () is given by (17).

B. Extension to frequency selective channels

For frequency selective channels, to simplify the deriva-

tion, we employ a subwindow of lengtV, observingr,,
[P Tty - Tutn.—1) 7 foreachy € {0,1,...,P+ L —1}
and derive the conditional pdf ef,. Under the assumption that
v is the correct sync pattern start positiep,only corresponds

The conditional pdf ofr,, assumingu, f, andh takes the

form
B\
plo L foc) = ()
’ sy @D
- exp {(r“ —T(fo)Ah)# (r, — I‘(fo)Ah)N‘;}
whereI'(fy) is a diagonal matrix
T(fo) = diag{1,e/?™fo eitmfo  ei2n(L=Dfoy — (22)
andA isaN, x L matrix with entries
(Al ;=5i-j 0<i<N,—1,0<j<L-1. (23

After taking the logarithm and dropping the terms independent
of i, fo andh, we get
A, fo, ) = —(r, — T(fo)Ah)" (r, — T(fo)Ah). (24)

To maximizeA (u, fo, h) with respect tqu, fo andh, the three
step approach introduced in the previous section is applied. First
a channel estimate is found by setting the derivative of (24)
equal to zero. The result is:

h(u, fo) = (A" A)TAHT(fo) r,.. (25)
ésubstitutingﬁ(u, fo) in (25) forh in (24),

A(/’(‘a f07 h= fl(:“ﬂ fO)) = I‘MHI‘(fo)BF(fo)HI'H - ruHry,
= 2Re{ 1%y p()e 2RI — p(0) = S5 fri
(26)

whereB = A(A7A)"1AH,

[B]l—m,m TmﬂLlLT;kn*H,u’

No—1

>

and[B], ; is the(i, j)-entry of B. For eachy, fo(p) is estimated
p<z>e-j2”f°Tsl} - p<o>] .
=0

by
2Re{
(27)

This estimate can be efficiently computed using fast Fourier

fo(p) = arg max
o

to the training sequence(Fig. 3); and thus its conditional pdfansform (FFT)[5]. Using (27) in (26), then the proposed frame
doesnot dependent upon random data within the packet. Thiync rule for frequency selective channels is obtained:

fact greatly simplifies the derivation, because averaging the con-
ditional pdf over all possible data sequence becomes unneces# = arg max

sary.

(e T (o) BT (o) My — 1, x, )
(28)
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IV. SIMULATION RESULTS rule decreased as R increased, at the expense of narrower

False acquisition probabilities (FAPs)of the proposed ruldéegquency acquisition range (seg (19)). The rule in [3] was most
were investigated by simulation with the following parameterg0bust to frequency offsets, but its FAPs were larger than those
M = 4 (QPSK),N=80 andP=20. The sync pattern of length ©f the proposed wittiz = 4 and10.

N,=16 was taken from the midamble of the GSM, which is Fig. 5 and 6 compare performances of the rules wfighn
given by was uniformly distributed over- f,,, f..], wheref,;,,=0.01 and

0.1 for Fig. 5 and Fig. 6, respectively. Again, the proposed rule
outperformed the existing rules.

Fig. 7 shows the results for the frequency selective chan-
nel. The proposed rule performed better than the rule in [4].
This happened because of the periodically repeated CAZAC se-
guence: due to the repetition, the test function in (33) tends
to generate periodically repeated peaksuagaries from O to

where {h;} are independently identically distributed complexp. + L — 1, which degraded the performance of frame synchro-

Gaussian random variables with zero mean and variajite hization.
Simulations use 500,000 independent frames and the FAP was
empirically estimated by counting the number of frame syn-
chronization failures. For comparison, we also considered the ML-type frame synchronizers that jointly achieve frame sync,
conventional correlation rule and the rule in [3] for AWGNfrequency and channel estimation have been derived and advan-
channels and the algorithm in [4] for dispersive channels. Thages of the proposed techniques over the existing ones have
rule in [3] is expressed as been demonstrated through computer simulation. Futher work
in this direction will be concentrated on extending the proposed

_17j7 _1’ _.7}
(29)

{17 _j7 17j7 17 _j> _1a _.ja _17ja _17 _j7

The frequency selective channel was modeled as:

L—1
h(t) =Y md(t—ITy) (30)
=0

V. CONCLUSION

Ns—1 Ng—1 . . . .
i = argmax Z Z PR Sk T kiS5 schemes to the case of transmitter and receiver diversity pro-
— 173 —1 — . . . .
weo= P : ’ vided that the frequency offset is the same for each diveristy
p+Ne—1 branch.
— > Il (31)
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Fig. 3. Observed sequence and corresponding transmitted data in a

frequency selective channel, whéyed n < P+ L — 1
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