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Abstract

Robust extraction of text from scene images is essential
for successful scene text recognition. Scene images usually
have non-uniform illumination, complex background, and
existence of text-like objects. The common assumption of a
homogeneous text region on a nearly uniform background
cannot be maintained in real applications. We proposed a
text extraction method that utilizes user’s hint on the loca-
tion of the text within the image. A resizable square rim in
the viewfinder of the mobile camera, referred to here as a
’focus’, is the interface used to help the user indicate the
target text. With the hint from the focus, the color of the tar-
get text is easily estimated by clustering colors only within
the focused section. Image binarization with the estimated
color is performed to extract connected components. Af-
ter obtaining the text region within the focused section, the
text region is expanded iteratively by searching neighbor-
ing regions with the updated text color. Such an iterative
method would prevent the problem of one text region be-
ing separated into more than one component due to non-
uniform illumination and reflection. A text verification pro-
cess is conducted on the extracted components to determine
the true text region. It is demonstrated that the proposed
method achieved high accuracy of text extraction for mod-
erately difficult examples from the ICDAR 2003 database.

1. Introduction

Scene text understanding is an attempt to recognize text
in an image of a natural scene. Recently, scene text recogni-
tion via mobile phones has received a great deal of attention
from many researchers. If scene text could be directly rec-
ognized from a mobile camera, it would lead to a diversity
of new applications and yield enormous benefits for users.
For example, as a user simply snaps a photo of a restaurant
signboard the internet connected camera can instantly rec-
ognize the name and return relevant information about the
restaurant.

There are many challenging issues related to separating
texts from camera captured images. The images usually
have non-uniform illumination due to the lighting condi-
tions and shadows. Hence, the intrinsic properties of scene
text, such as homogeneity of text pixel colors and distinc-
tiveness of the text pixels from the background color, are
difficult to preserve in real applications. Complex layout
and interaction of the content and background are common
in outdoor images. When the system scans the whole im-
age for texts, non-text pixels surrounding the text could be
confused for text because of similar shape to the texts. As
an example, bars of a window could be regarded as a series
of ’i’s. Such complications make extracting text from scene
images remain as an open problem.

Many approaches for the extraction of text from nat-
ural scene images have been proposed [2]. Ezaki et al.
[3] proposed four steps for text extraction based on con-
nected components: Sobel edge detection, Otsu binariza-
tion, connected component extraction and rule-based con-
nected component filtering. Gatos et al. [4] applied bina-
rization techniques to both gray and inverted gray images
and chose the optimum between both binarization results.
But image binarization on the gray-scale image cannot dis-
tinguish different color components having the same lumi-
nance. K.C. Kim et al. [5] combined color continuity, gray-
level variation and color variance features to extract text re-
gions. Park et al. [8] first split color pixels into chromatic
and achromatic components and then separated them by
histogram-based K means clustering. However those meth-
ods mainly work on the images of text with nearly uniform
background. All these methods produce a lot of missing
and false detections on many natural scene images. From
this we may confirm that the text extraction from natural
scene images is still a challenging problem, especially for
the images of complex background and natural illumina-
tion. Interactive vision system could offer a solution, by
borrowing the power of user interface. For instance, lazy
Snapping cuts [6] and GrabCut [9] adopt interactive graph
cuts to segment object from backgrounds.

In this paper, we propose a text extraction method in
hand-held camera using a hint on the location of target text.
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Focus, a resizable square rim in the viewfinder of mobile
camera, is an interface to help the user point a target text (a
red box on the original image in Figure 1). With the hint
from the focus on the location of the target text, the color
of the target text is easily estimated by clustering colors
only within the focused section. Since we know in advance
the color of the target text region, text separation would be
much easy, even from complex background. In addition, re-
stricting searching area within the focused section can pre-
vent misclassification caused by surrounding non-text re-
gions. After obtaining the target text region within the fo-
cused section, the target text region is expanded iteratively
by searching neighbors with the updated text color. Such
an iterative method would prevent the problem of one text
region being separated more than one due to non-uniform
illumination and reflection.

2. Scene text extraction method using focus
The proposed scene text extraction algorithm consists of

three steps: selection of text color candidates, extraction of
connected components and text verification (Figure 1). The
scene text extraction algorithm is applied within the focus
and then also applied outside of the focus to detect the target
text region.

Figure 1. Overview of scene text extraction

First, the system analyzes the small region inside the fo-
cus to select color candidates for the target text. Since the
focused area contains only a small number of different col-
ors, it is easier to estimate the target text color than search-
ing the whole image. As seen in Figure 1, the system ex-
tracts three distinctive colors (blue, black, gray) with a hope
that the target text color is included in them.

Second, the system extracts text candidates indepen-
dently using each text color candidate. Searching is con-
tinuously expanded to its neighboring region outside of the
focus. For example, using the blue color, ’o’ is first ex-
tracted within the focus and expanded to find the neighbor-
ing character components ’L’, ’n’ and so on. Images of par-
tial degradations due to uneven illumination or reflection

are tough to discern. Conventional method such as global
thresholding cannot segment text strings as a single region
in such an image. But the iterative region growing method
can extract whole text-lines by setting the threshold intelli-
gently.

Finally, the extracted text candidate regions go under a
verification process, like Ezaki [3] and Gotos [4], to find
the true text components. Simple heuristic rules are used to
filter out the false text components. As result, the binarized
text region is successfully obtained.

2.1. Selection of text color candidates

Considering that the scene text is designed to be easily
visible, it would be effective to use a color model close to
human perception of colors. In this regard, we decide to
use a perceptually uniform color space, HCL (hue, chroma,
and luminance) space [10]. We adopt a color similarity
measure called HCL distance (DHCL) to express color dif-
ference between text and background in HCL color space.
HCL distance between a pixel color (h, c, l) and a seed color
(hs, cs, ls) is defined as

DHCL = (1)√
AL(l − ls)2 + ACH{c2 + c2

s − 2ccs cos(h− hs)},

where AL = 0.1, ACH = 0.2 + (h − hs)/2. AL is a con-
stant of linearization for luminance, and ACH is a parameter
which helps to reduce the distance between colors having a
same hue as the hue in the seed color.

HCL distance is more suitable in case of scene text im-
ages by emphasizing hue difference. Hue is robust on the
illumination changes compared to luminance or RGB color.
For example, Figure 2 shows the difference between RGB
Euclidean distance and HCL distance in which gray scale
represents a distance from the seed color. The red points of
two images indicate the seed text colors. In RGB distance-
of-color image (Figure 2 (b)) the top and bottom parts have
large difference: the bottom parts of the text are rather close
to the background of the image. On the other hand, in the
HCL distance-of-color image (Figure 2 (c)) every parts of
the text region show uniformly darker than the background.
We expect that the color variation on the text region would
be well handled using the HCL distance measure.

Figure 2. Color distance in RGB and HCL

We need to select a text seed color from the focused area
to apply a text extraction method on HCL color space. Text

167



color is considered as one of the distinctive colors inside the
focused section by assuming that text region generally oc-
cupies significant portions of the focused area. Color clus-
tering is a common approach to find the major colors from
the image. We use the mean-shift clustering method [1] on
RGB color space to find the seed colors (seedj) from sam-
ple pixels.

seed
′

j = (2)
w∑

r=−w

w∑
g=−w

w∑
b=−w

seedj ∗ n(r0 + r, g0 + g, b0 + b)

w∑
r=−w

w∑
g=−w

w∑
b=−w

n(r0 + r, g0 + g, b0 + b)
,

where w describes the range of the mean-shift. seedj is the
(r0, g0, b0) color value and n(r, g, b) is number of pixels
which have (r, g, b) color value.

The mean shift algorithm is a kind of non-parametric
clustering technique which does not require prior knowl-
edge on the number of clusters, and does not constrain the
shape of the clusters. By the mean shift clustering algo-
rithm, a few (say 2 to 5) most distinctive colors are selected
as seed colors. Since we do not know which seed color is
obtained from the text region, we repeat the connected com-
ponent extraction process with each color seed.

When clustering all pixels inside the focused area, the
color of text boundary pixels can be chosen as a represen-
tative color dropping the true text color. It would bring up
an unexpected result such that the text and background are
combined or the text is segmented into small pieces. To pre-
vent this adverse effect of boundary pixels, we sample non-
boundary pixels from the homogeneous areas which have
minimum edge values within 3*3 windows. The edge value
is obtained as maximum magnitude M(x, y) of Sobel edge
among R,G,B color channels.

M(x, y) = max(MR(x, y), MG(x, y), MB(x, y)), (3)

M i(x, y) =
√

M i
x(x, y)2 + M i

y(x, y)2 (i ∈ R,G, B).

Figure 3. Color distributions of pixel samples

Since most pixels having the minimum edge values be-
long to text region or background region, we can avoid the
undesirable effect of boundary pixels. Figure 3 illustrates
the color distribution of the sampled pixels of the original
image. The sampled non-boundary pixels are shown in Fig-
ure 3 (b). The color distribution of the original image shows
that the colors of the text and the background are mixed
without distinction (Figure 3 (c)). On the other hand, the
color distribution of the sampled pixels shows that they are
well separated (Figure 3 (d)).

2.2. Extraction of connected components

In order to achieve robust extraction of text components,
we apply binarization on a small region and expand search-
ing to its neighboring areas (Figure 4). An image binariza-
tion technique with a seed color is conducted in the HCL
color space to classify the area into two regions, i.e., one in
similar colors to the seed color and the other in the differ-
ent colors. The binarization method can effectively separate
scene text from complex background in the case that the text
pixels have similar HCL color values distinguishable from
the background. Furthermore, it has a tendency to extract
the text region as a single component even the text color
varies smoothly due to the reflection or uneven illumina-
tion.

Figure 4. Components expansion

Binarization method needs to set a threshold of a bor-
der between two regions. In contrast to the global bina-
rization method which uses a fixed global threshold, the
adaptive binarization method finds thresholds adaptively for
each pixel. As a result, the local binarization method can
handle complex images of low contrast on HCL distance
between text and background. For example, Figure 5 shows
the difference between the two binarization methods on the
HCL distance-of-color image. Adaptive binarization (Fig-
ure 5 (d)) shows better result than its counterpart global bi-
narization (Figure 5 (c)): text region is well separated from
the background.

After obtaining the target text region within the focus,
the target text region is expanded iteratively by searching
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Figure 5. Binarization result: (a)original im-
age (b)HCL distance on seed color (c)global
binarization result (d)adaptive binarization
result

neighboring area. A text candidate, which is a fully con-
nected component in the binarization result, is first extracted
as the initial component (Figure 4 (b)). We search neighbor
components of the same color bounded by certain distance
(Figure 4 (c)). In the vast majority of cases, a text string is
aligned as horizontal in the image and, therefore, neighbor
text regions are usually found within a certain distance.

In the searching region we conduct the same component
extraction process; an adaptive binarization but with an up-
dated seed color. The seed color is updated by setting as
the average color of the newly found neighbor component.
By exploiting the characteristic that the nearer in distance
causes the less variation for the same colored text regions,
neighboring text regions are well extracted with the iterative
region growing methods. Searching neighbor components
ends when there is no more text component or new compo-
nent does not satisfy the characteristic of the character.

Five heuristic conditions to stop the component expan-
sion are listed as below. Heuristic rules take into account
certain limits for the height, width and location of the newly
found connected component (C2) along with the appearance
of the existed component (C1). The features of the character
such as aspect ratio and compactness are also considered.
When there is no component satisfying the conditions, we
ignore the newly found component and stop searching.

(1) Exist(C2) == false

(2) Compactness(C2) = Area(C2)
ContourLength(C2)2

≤ t1

(3) t2 ≤ Width(C2)
Height(C2)

t3

(4) t4 ≤ Height(C1)
Height(C2)

≤ t5

(5) Overlapx(C1, C2) ≥ t6

2.3. Text verification

When the component expansion process on each color
seed has finished, we decide which component is a text
string. Four conditions are used to determine text string
from component candidates by checking the global consis-
tency of the text string. In most images, text characters do
not appear alone, but together with other characters. All

components of text strings are also assumed to be roughly
horizontal, nontheless could vertical string be added as well
if needed. Characters are subjected to certain geometric re-
strictions, i.e., their height, width and compactness usually
fall into specific ranges of values. The system compares
all text candidates which are obtained from each seed color,
and then selects the final text region which has minimum
variations on the following rules. For example, the com-
ponents of the top in Figure 6 are selected as the final text
region and the text candidate in the bottom is rejected due
to the conditions.

(1) Number of components ≥ 3
(2) Variation of distance between components
(3) Variation of heights of components
(4) Variation of compactness of components

Figure 6. Text verification

3. Experimental result

For evaluating the performance of the proposed method,
we used the dataset of the ICDAR 2003 Robust Reading
Competition [7]. From the dataset we selected a total of 70
realistic images to include non-uniform illumination, com-
plex background and high variation on shape, size and color
of text. Various sizes and locations of the focus are used on
the same images to learn the effect of the focus. In sum, a
total of 170 cases are used for the evaluation.

We used a similar evaluation method as that of the IC-
DAR 2003 competition. It is based on the notions of pre-
cision and recall which are calculated in terms of number
of pixels [3]. Precision p is defined as the number of cor-
rect estimates (C) divided by the total number of estimates
proposed by our algorithm (E). Recall r is defined as the
number of correct estimates (C) divided by the total num-
ber of target which is manually labeled text area (T ). We
then computed the average precision and recall over all the
images in the dataset.

p = C/ |E| , r = C/ |T | .

Table 1 showed that the proposed method achieved high
precision rate in test images. However, overall recall rate
is low (0.51). Since the component searching with the fo-
cused section only conducted in the horizontal direction,
text strings in the rest parts (above and below the target text-
line) are ignored. When we measure the recall on the user’s
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Table 1. Text detection result on test images
Precision Recall

Proposed method 0.90 0.51 (0.89)

interested area which is text string regions indicated by fo-
cus, high recall rate is achieved (0.89).

Figure 7 shows several examples of the text extraction
results. In almost every case, the text areas are detected
well as shown in the final binary images. Non-text areas are
also eliminated effectively. The proposed method worked
successfully even in the case with non-uniform text color.
Some separation errors occur on a few scene images. We
found that the adaptive binarization with the HCL distance
measure is sensitive to cause errors due to a little differ-
ence between text and background on the Hue axis. Exces-
sive color change in the same component also causes error.
In addition, small strokes often lost during the binarization
process. However, total results showed that the target text
regions are extracted well from even complex background
in the most of cases.

Figure 7. Example of text detection results

4. Conclusion

In this paper, we proposed a text extraction algorithm
by utilizing the focus information on scene images. First
step, pixel sampling and a mean-shift algorithm are used to
choose the text color candidates within the focused section.
Second, all pixels in the image are compared to the target
seed color in HCL distance measure. And then the adap-
tive binarization method classifies them into the two regions
to form connected components. An iterative region search
method then finds the neighboring components. In the last
step, text verification based on the heuristic rules is used to
determine the true text components. Our method was tested
with variations of focuses on the dataset from ICDAR 2003
competitions.

By indicating the location of the target text with the fo-
cus interface, the proposed method resolves the difficulties

of text extraction on natural scene images caused by non-
uniform illumination, complex backgrounds and the exis-
tence of text-like objects. We confirmed the feasibility of
our method for hand-held camera applications. Restrict-
ing the search area within the focused section prevents mis-
classifications caused by the surrounding non-text regions.
While the current method can only extract a single text line
from the image, the jump to multi-line texts is also feasible.
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