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Abstract— In this paper, we focus on a packet scheduling multiple independent signal paths yielded by diversitghleir

algorithm exploiting multiuser diversity in wireless networks.
We compare the delay performance of individual user under
the scheduling algorithm exploiting multiuser diversity with that
under the round-robin scheduling algorithm in order to reveal the
characteristics of the scheduling algorithm exploiting mutiuser
diversity. For this purpose, we develop an approximate fornala to
estimate the tail distribution of packet delay for an arbitrary user
under the scheduling algorithm exploiting multiuser diversity
and that under the round-robin scheduling algorithm. Numerical
results exhibit that in contrast to the throughput performance of
the overall system, the scheduling algorithm exploiting mliiuser
diversity is not necessarily superior to the round-robin steduling
algorithm for the delay performance of individual user. More
specifically, it is shown that the former is superior to the ldter

only when the system lies in a severe environment, e.g., when

the arrival rate is large, the burstiness of the arrival process is
strong or the average signal-to-noise ratio is low.

Index Terms— Multiuser diversity, Queueing delay analysis,
Packet scheduling, Quality of service (QoS)

I. INTRODUCTION

channel capacity between the transmitter and the recearer c
be achieved. Knopp and Humblet [1] introduced multiuser
diversity, which is a diversity existing between the chdnne
states of different users. This diversity comes from the fac
that the wireless channel state processes of differens user
usually independent for the same shared medium.

Recently several researchers have studied scheduling algo
rithms or control exploiting multiuser diversity (see, g ]
[4]), and they have reported that the utilization of muldéus
diversity can substantially increase the information tieéo
capacity or maximum throughput of tlowverall system. Con-
trary to these studies, Wu and Negi [5] focus on the delay
performance of users under scheduling algorithms exploit-
ing multiuser diversity as the problem of QoS provisioning
in wireless networks. They consider the problem of QoS
provisioning for K users over time-slotted Rayleigh fading
down-link channel. They then develop an efficient schedulin
algorithm which is a simple combination of the Knopp and
Humblet (KH) scheduling, which exploits multiuser diveysi

With rapid adoption of wireless technology combined wit@nd the round-robin (RR) scheduling, which does not use
the explosive growth of the Internet, it is promised thahultiuser diversity at all. Note here that contrary to the
demand for wireless data services is continuously incngasi information theoretic capacity or maximum throughput o th
Traffic for wireless data services is expected to be a mix g¥erall system, the delay performance of individual usetain
real-time multimedia traffic such as multimedia conferenci the KH scheduling is not necessarily superior to that unider t
and non real-time data traffic such as file transfers. In suffR scheduling, because the RR scheduling is able to guarante
a multiservice wireless environment, providing quality-o that a user can be served at evéfyslots whereK denotes the
service (QoS) such as delay and packet loss rate is critiyimber of users while the KH scheduling is not. By estimating
for real-time traffic. This requirement, however, imposes @€ tail distribution of delay in &luid queueing model by
challenging issue in the design of wireless networks, beealthe technique developed in [6], their scheduling detersiine

wireless channels have low reliability, and time varyingrsil

the optimal combination of the KH scheduling and the RR

attenuation (fading), which may cause severe QoS violatiogcheduling in advance. Although their technique is appliea
In addition, the available bandwidth of wireless channel {9 general physical layer channel models, the observation o

severely limited. Therefore, scheduling or control for @ént

the (actual or simulated) queueing dynamics at link layer is

bandwidth utilization is a key component to the success Bgeded to predict the asymptotic constant and the asyrptoti

QoS guarantees in wireless networks.

decay rate for the tail distribution of delay. Simulatiorsués

One way to achieve efficient bandwidth utilization of timeShow that their approach can substantially increase theyeel
varying wireless channel is to exploit diversity. By usingconstralned capacity of a fading channel, compared to the RR
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scheduling, when delay constraints are not very tight.

In this paper, we focus on a packet scheduling algorithm
exploiting multiuser diversity in wireless networks. Inrpe-
ular, we consider the CKH scheduling algorithm, which most
coarsely utilizes multiuser diversity and is consideredtas
most coarse version of KH scheduling, and we compare the
packet delay performance of individual user under the CKH
scheduling with that under the RR scheduling. It is expected



Base station

that queueing models witlpacket-by-packescheduling are Mobietrrils
more suitable for the performance evaluation of scheduling R
algorithms than fluid queueing models, although fluid queue- N
ing models are tractable. The reason is that multiple users a T a2
simultaneously served in fluid queueing models while users i i C Wireles chantel
are served under packet-by-packet scheduling in real mkswvo L
Contrary to the previous studies [5], [6], we therefore con- 1 T

sider a discrete-time queueing model (with packet-by-pack ‘

:

scheduling) in this paper. We assume that the wireless @hann
process for each user is described by the NakagaroiRannel

model [7] and we determine the effective bandwidth function

of the service process under the CKH scheduling and tr]gsllt
under the RR scheduling. We then analyze a discrete-time
gueueing model based on the theory of effective bandwidth.

Based on the analytical results, we develop an approximafgy »qamix model is applicable to a broad class of fading
formula to estimate the tail distribution of packet delay &m channels. It includes the Rayleigh channel as a special case

arbitrary user under the CKH scheduling and that under the Rifen the Nakagami fading parameter — 1. Also it well

scheduling. Finally we provide numerical results to conepat, proximates the Ricean channels by one-to-one mapping be-

the delay performance under the CKH scheduling with thgfeen, the Ricean factdt and the Nakagami fading parameter
under the RR scheduling.

. - : . m [7].

Thg main contribution of_ this paper is to.r'eyeal the _char- Let {Zék)}ooio denote the wireless channel process for the
s e b peomrs o i e ;= 1.1 user wherez denotes th reces
y y P ' signal—to—noise ratio (SNR) for thieth user at the beginning of

the numerical comparison between the delay performa :
) . thénth slot. We assume that all the wireless channel processes
under the CKH scheduling and that under the RR scheduling,. . . .
. . e independent with each other and they are stationary. We
Although an extensive numerical study to understand th

g me that the wirel hannel pr re homoge-
characteristics of scheduling algorithm exploiting musgr also assume that the wireless channel processes are homoge

. o ) : neous in their parameters.
diversity in the delay performance is s_trongly needed, stat Suppose that for the utilization of multiuser diversityeth
been made due to the lack of analytical results. Our formulas » ! . :
. . . . cheduler partitions the entire SNR range ift@rades with
developed in this paper are suitable for the numerical stu . I .
! oundary points denoted blyy; };-, with 7o = 0, v < 41
because contrary to the previous study [5], our formulas
. " =0,...,L—1)andyy, =oc0. Fork =1,..., K andn =
not need the observation of the (actual or simulated) qugJEIO 1 we define a random variable® on £ 0 I
dynamics to estimate the delay performance. Py : {0,

(k) _ 73 (k) (k) & i
The remainder of this paper is organized as follows. Sectids PY Ln” = Lif 7 < Zn"” < yi41. Ly is considered as the
ghannel grade of theth user in thenth slot when the number

Il describes models studied in this paper. In Section IIT, ; . .
we introduce the notion of effective bandwidth and preseﬂ{ grades isL, and L may be considered as the granularity

the analysis of our models based on the theory of effectifs e measured SNR or the granularity of the utilization of
bandwidth. Based on the analytical results, we develop @ltiuser diversity.

formula to estimate the tail distribution of packet delay fo '?‘,3 in [8], we assume that the channel grade process
an arbitrary user under the CKH scheduling and that undef» a0 (k = 1,..., K) is well described by a finite-state
the RR scheduling. Section IV provides numerical results fjarkov chain (FSMC). The state transitions of the FSMC
compare the delay performance under the CKH schedulilgPPen only between adjacent states. Under slow fading

with that under the RR scheduling. Conclusion is drawn {fonditions and a small value @f;, this assumption is natural.
Section V. Let P = (p; ;) (i,j € L) denote the transition matrix of the

FSMC. The transition probabilities are determined as fedlo
(for the detailed derivation of the transition probabdgj see

1. SYSTEM MODEL . . ; e
o o _[8]). From the assumption made in this subsection,ifgre
We begin with the description of the system model. Figs "\e have

1 shows the system model for multiuser traffic over wireless
channel. We assume that in the model, time is divided into

equal intervalsl’y referred to as slots and the service time ofhe adjacent-state transition probabilities are deteeahiby
a packet is equal to one slot. The model can be con5|de[g]j

System model for multiuser traffic

pij =0, |i—j[=2 )

as a down link in a cellular wireless network where a base (Yis1)T
K i . R o ~ X\Vit1 )Ly i =0 L_9 2
station transmits data t& (K > 1) mobile user terminals. Piiv1 = ———— =0, L =2, (2)
xX(v:)T
A. Channel Model Piio1 = LZ;) L i=1,...,L—1, (3)
K3

We assume that the wireless channel process for each user
is described by the general Nakagami-model [7]. The wherex(y) denotes the level cross-rate (LCR) at an instanta-



neous SNRy in the Nakagamin model and it is given by  beginning of thenth slot. Let 4,, (n = 0,1,...) denote a
1 random variable representing the number of packets agivin
() = V21 fa (@) ’ exp <_ﬂ) at the buffer of the tagged user in theh slot. Let C,
I'(m) gl (n = 0,1,...) denote a random variable representing the
Here, f, denotes the mobility-induced Doppler spreadiumber of packets which can be served at the buffer of the
5 = E[y] is the average received SNR[(m) = tagged user in theath slot under the KH scheduling. We
fooo t™~Lexp(—t)dt is the Gamma function, and; (i € £) here define an auxiliary i.i.d. (independent and identcall

denotes the stationary probability that the FSMC s in statedistributed) stochastic sequend#’, }72, according to the
and it is given by uniform distribution o0, 1]. We also define a random variable

_ _ vi(no=0,1,..) by v = K (L = ) where
Lm, mi/7) - F(m’m%“/w, (4) I(-) denotes the indicator fun(%i:gn.1 Note tha} denotes the

I(m) number of users (including the tagged user) being in the
whereT'(m, z) = f;’o t™~1exp(—t)dt is the complementary highest grade in thath slot. C,, (n =0,1,...) is then given
incomplete Gamma function. With the normalizing conditioRy

m; —

Zf;ol pi; = 1 forall 4, (1), (2) and (3) yield 1 (L(l) _ > 0andV, < 1/07)
Cn — n __ n n = nls 6
L =piiv1 —pii-1 (i=1,...,L—2), { 0 (otherwisg, (©)
Pii =9 1=Piin (Z, =0), ®) we are now ready to describe the queueing dynamics at
1= pii- (i=L-1). the buffer of the tagged user under the KH scheduling. The

(1), (2), (3) and (5) determine the transition matik of the queueing proces$X,}>2 , at the buffer of the tagged user
FSMC, whose stationary distribution is given by (4). evolves according to the following recursion:
Xn+1 = (Xn - Cn)Jr + Ay, (7)
B. Utilization of Multiuser Diversity .
In this subsection, we describe the scheduler employifig'ere (*) deEOteSmZX(IOaxt)j- Note thaL{C”égzg)comes_a
the Knopp and Humblet (KH) scheduling. Since the chann tionary Mar oV moadu atek proEegs, ec;;\ : } (ka
processes of the users are assumed to be independent \}vith"K) are stationary Markov chains ard,} is an i.i.d.

each other, we can potentially utilize multiuser diversitpder sequence. ) ) )
the KH scheduling, the base station is assumed to know thd \EXt We describe the queueing behavior at the buffer of the

current value of the channel gradéf’) for all k. In order tagged user under the RR scheduling. The queueing process

to increase the capacity of the overall system with muItius«Slt the buffer of the tagged user under the RR scheduling

diversity, among all the users, the scheduler first selestssu alsho (‘;OI:.OWS. th? sar;:e recursion (7), b, under the RR
whose channel grades are the highest, i.e., users whoseathanc '€@UliNg 1S given by

grades are equal tg; wherer;; (n =0,1,...) is defined by o1 (LS) > 0 andn mod K = 0), (®)
= omax LK " 0 (otherwise.
" oke{l,..k} "

Note that{C,} under the RR scheduling also becomes a
Among the selected users, the scheduler randomly seleets Sfhtionary Markov modulated process becat@ié})} is a
user and assigns the slot to transmit the packet of the edle%tationary Markov chain.

user. H_owev_er,(lgc)) avoid deep channel fades, pagk(e];[)will BOtb At closing this section, we consider the maximum through-
transmitted ifL,,~ = 0 for all k. We assume thatif..~ > 0, put of the tagged user under the saturation condition treateth
packets are always successfully transmitted over the eggel always exists a packet at the buffer of the tagged user. From

For comparison, we also consider a scheduler employifge KH scheduling is given by
the round-robin (RR) scheduling, which does not utilize mul

tiuser diversity at all. It assigns a slot for the users imfur Skn = E[Cy]
irrespective of the wireless channel processes. L-1 K
= Y P(Ch=1,7 =LY =1v; =m)
. =1 m=1
C. Queueing Models L1 K
In this subsection, we consider the queueing dynamics at = Z P(C, = 1|7} = Lﬁ}) =Lvi=m)
the buffer of an arbitrary user under the KH scheduling and I=1 m—1
those under the RR scheduling. Without loss of generaligy, w PLWY =1, L3 <1 ... LU < v =m)
assume that the first user is an arbitrary user, and we hereaft -1 K -1
call the arbitrary user the tagged user. — Z 1 <K - 1>ﬂ_zn( 7T])Kﬂn
First we describe the queueing behavior at the buffer of the =1 m—1 P\~ 1 =0
tagged user under the KH scheduling. &t (n =0,1,...) L-1 K -1
denote a random variable representing the queue length (i.e - 1 (K> mm(z ﬂ_j)K—m
the number of packets in the buffer of the tagged user) at the K =1 m—1 \ =0



Tty ! « -1 X arrival process ag | 0 and to the peak rate of the arrival
= % O m) =0 m) process a# | oc.
=11 j=0 J=0 We now return to our model. In this paper, we assume

_ (1 — 7). 9) that the arrival proces$A, }°°, is generated by an on-off
0 source, which can incorporate the bursty behavior of thigadrr
On the other hand, from (8), the maximum throughput of process. In any slot, the on-off source is in one of the two

the tagged user under the RR scheduling is given by different states: on-state and off-state. In off-stateloes not
1 generate a packet, and in on-state, it generates one paithet w
srr = E[C,] = ?(1 — ). (10) probability A. The transition probability from on-state (resp.

. . off-state) to off-state (resp. on-state) is denoted by (resp.
Comparing (9) and (10), we see thaty is always greater | _ ) where0 < o, 3 < 1. The following parameters are

than sgr and the multiuser diversity gaiski/srr for the ysed to characterize the on-off source: the mean on-period

maximum throughput is given by Bon, the mean off-period, s and the average raje These
SKH _ 1—nk 1) parameters are expressed in termsywof3 and \ as follows:
srRr 1 —mo 1 1 A1 -0)

B(Jn: ;Bo = T = .
1—a N=1"p P73 "a=5

is known that the GE limitA 4 () of the arrival process in
ur model and its EBE 4(0) are given by (see, e.g., [10])

- log(SA(H)
I1l. ANALYSIS BASED ON EFFECTIVE BANDWIDTH 0 ’

In this section, we present the analysis based on the the@ityere 6 4(6) is given by (0) = ((0) + /C(0)2 — bp(0),
of effective bandwidth. The theory of effective bandwidtsh ¢(9) = 1 — A+ \e?, ¢(0) = (ap(0)+3)/2, andb = a+3—1.
been extensively studied for wireline packet networks amlthough we assume thdtd,,}>° , is generated by the on-off
has been widely accepted as a basis of connection admissietrce, the analysis presented in this section is appécabl
control (CAC) and resource allocation (for detailed andothe any arrival processes whose GE limits exist.
retical descriptions of the effective bandwidth approaszge,
e.g., [10], [11] and references therein). Recently the theo ) )
of effective bandwidth has been studied for wireless packgt EBF of Service Process under CKH Scheduling
networks, too (see, e.g., [9], [6], [12]-[15]). In this subsection, we first define the notion of the EBF for
To keep the presentation of the analysis compact, we assuge@eral service processes. We then provide a useful expmess
in the analysis thal, = 2, i.e., the scheduler most coarselyfor the GE limit for the service process under the CKH
utilizes multiuser diversity. Assuming that the PER (pdckgcheduling and that for its EBF.
error rate) is determined by encoding scheme and receivedye start with the GE limit for general service process. Let
SNR as shown in [16], we select the boundafysuch that ¢, (n = 0,1,...) denote a random variable representing the
the PER is negligible when the received SNR is greater thgamulative service process during the time interéat). Let
71. Then, we may consider that the packet transmission A$. () denote the GE limit of the cumulative service process
always successful when the received SNR is greater than C,,. Similar to the GE limit for the arrival process,c(0) is
Accordingly, the choice of. = 2 in the analysis is natural in defined byAc(6) = lim,_..on~'log Eexp(6C,), provided
practice, and it is at least acceptable for the purpose t@mndthat the limit exists. We now define the functiga (6) of 6
stand the characteristics of the scheduling algorithmatipy by

From (11), we see that when the condition of the wireless
channel is not good, the multiuser diversity gain for thﬁ
maximum throughput is greater. A similar discussion hambeg
made in [5].

Aa(0) =logda(8),  £a(0) (12)

multiuser diversity. Hereafter we call the KH schedulinghwi Ac(-0)
L = 2 the CKH scheduling (most Coarse version of the KH Ec(0) = - o (13)
scheduling).

which is called the EBF of the service process. Note here that

from the definition (13), we havA_c(6) = Ac(—#0), where

A. EBF of Arrival Process A_c(0) denote the GE limit of-C(t). Thus, the EBF of the
We begin with the notion of the Gartner-Ellis (GE) limitService process can be also written&ag)) = —A_c(6)/¢

(or the asymptotic decay rate function). Lat,(9) denote [10]. It is known (see. e.g., [15]) that the EBfz:(f) is

the GE limit for cumulative arrival procesd,, of general decreasing ir, and it converges to the average service rate

arrival process, wherd,, is the input of work from the source @s¢ | 0 and to the minimum service rate &sf oc.

during the time interval0,n). A4 (6) is defined byA (6) = We now return to our model. Note that under the CKH

lim, .. n~ ' logEexp(0A,), provided that the limit exists. Scheduling and the homogeneous wireless channel settiag, t

We then define the functiofuy () of 6 by £4(0) = A4(0)/0, Service proces$C,} is a Markov modulated process whose

which is called theeffective bandwidth functio(EBF) of the underlying Markov chain iS{(LS), S»)} whereS,, is defined

arrival process. It is known (see. e.g., [10]) that the EBF9) by S,, = ZkK:2 L¥ for all n. To show a useful expression for

is increasing irg, and it converges to the average rate of thiéne GE limit and EBF of the service process under the CKH



scheduling in our model, we need to define some matricése finally define &2K x 2K matrix Crr(6) by Crr(f) =

We first define ak’ x K matrix R by QrrDrr(9). We then have the following proposition, which
min(i,j) . gives an explicit expression for the PF eigenvalue of theimat
R, = Z (l)plf s Crr(0). We provide the proof of Proposition 2 in Appendix.
nj ,171,0 ~
k=max(0,i+j—K+1) Proposition 2. Let C'rr () denote & x 2 matrix defined by
K=1—0\ sk o1oijin Crr(9) = P¥diag(1,e?). The PF eigenvalué.(0) of the
< J—k >P0,1 Po,0 ) matrix Crr(6) is then given by
o . 1/K
where[R); ; (i,j = 0,..., K —1) denotes théi, j)th element Sc(0) = {n(g) /0 + H(@)} 7 (16)

of R. Note that[R]; ; denotes the conditional probability that

i channel grade processes amon e— 1) channel grade where . _
J grade p g the—1) g Goo () + E11()

processes are in state 1 in the current slot givenitichannel n(0) = ,
grade processes among thE — 1) channel grade processes ) ) 2 ) )
were in state 1 in the previous slot. We then defin2a x #(0) = —Coo(0)¢11(0) + Co1(0)¢10(6),

2K matrix Qi by Qxn = P ® R, where® denotes the

: : . and ¢;(0) (4,7 = 0,1) denotes thg(s, j)th element of the
Kronecker product. We next defin#” x 2K diagonal matrix ~

matrix Crr(6).

Dxn(0) by - .
Then, the GE limit for the service process under the RR
_ ,_L p 1+¢ef K—1+¢f scheduling and its EBF are also expressed as (14) and (15),
Dxu(0) = diag1, -+, 1,€", —o—, -+, ————). respectively, bud-(6) is the PF eigenvalue of'zr(#) and

iven by (16).
Finally we define @K x 2K matrix Cxu () by Cxu(0) = given by (16)

QkuDxu(0). o

We are now ready to provide a useful expression for t APProximations Based on the Theory of EB
GE limit for the service process under the CKH scheduling The theory of EB can be used to obtain approximation
and that for its EBF (For the proof of Proposition 1, e.g., sdermulas for the tail distribution of the queue length inztg
[10], [17]). state and that of the queueing delay. In this subsection, we
provide such approximation formulas.

Let X, denote a random variable representing the queue
length evolved by (7) in steady state. It is known that under
Ac(0) = logoc(0), (14) some conditions, the tail distributidh( X, > z) of the queue
#ength in steady state is approximately given by [10]

Proposition 1. The GE limitA¢(6) for the service process
under the CKH scheduling is given by

where 6o (0) is the Perron-Frobenius (PF) eigenvalue o

Cxu(f). Thus, the EBF () of the service process under P(Xo > ) = exp(—07x),
the CKH scheduling is given by _ . . .
log e (_0) wheref* is the unique real solution of the equation
0goc\—
e(0) = ———5r—- (15) Aa(0) + Ac(—6) =0. (17)

Similarly, let D denote a random variable representing the
delay of a randomly chosen packet from the tagged user. It is
known that under some conditions, the tail distributidfD >

In this subsection, we provide an expression for the Gf of the delay of a randomly chosen packet is approximately
limit for the service process under the RR scheduling artpressed as [14]

that for its EBF. Note that under the RR scheduling, the .
service proces$C,} is a Markov modulated process whose P(D > 1) = exp(Ac(=07)1), (18)
underlying Markov chain ig(S,,, L\)} wheres,, is defined \where¢* is the unique real solution of the equation (17).
by S, = n mod K for all n.

First we define ak x K matrix U by

C. EBF of Service Process under RR Scheduling

IV. NUMERICAL RESULTS

o 1 0 -+ 0 In this section, we provide numerical results to compare the
: delay performance under the CKH scheduling with that under
the RR scheduling. Throughout this section, we assume that

U= : oo 0| the (maximum) service rate of wireless channel and the gacke
o -~ -+ 0 1 size are 2Mbps and 250bytes, respectively, and the number of
10 - -0 usersK is equal to 10. Under this setting, the length of one

We then define 2K x 2K matrix Qup by Quy = U @ P slot is equal to 1msec. We also assume the Nakagami fading
RR RR — '

. o parametem = 1 (i.e., the Rayleigh fading channel) and the
Let Dy () denote &K x 2K diagonal matrix given by Doppler frequencyf, — 10Hz,
2K—1

A Before comparing the delay performance under the CKH
Dgr(0) =diag1,---,1,€%). scheduling with that under the RR scheduling, we first examin
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Fig. 2. Tail probabilities of delay under the CKH scheduling Fig. 4. Delay performance as a function of arrival rate
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Fig. 3. Tail probabilities of delay under the RR scheduling Fig. 5. Delay performance as a function of mean on-periodtten

the accuracy of our approximation formula (18) based ome compare the effect of the arrival rate from the tagged user
the analysis presented in Section Ill. Figs. 2 and 3 sham the delay performance under the CKH scheduling with
the tail probabilities of delay of a randomly chosen packétat under the RR scheduling. For this purpose, we change
from the tagged user under the CKH scheduling and thode parameten of the on-off source while fixing the other
under the RR scheduling. The tail probabilities estimated Iparametersae and 3. Fig. 4 shows the probability that the
our approximation formulas are denoted by “Analysis” andelay of a randomly chosen packet from the tagged user is
those estimated by simulation are denoted by “Simulation” greater than 100msec under the CKH scheduling and that
the figures. In Case 1 of both figures, the parameters of theder the RR scheduling as a function of the arrival rate s€he
arrival process from the tagged user are setnas- 0.900, probabilities are estimated by approximation formula (18§
£ = 0.992, and A = 0.300. Under this setting, the averageset the parameters of the on-off sourcenas 0.800 and 3 =
rate, the mean on-period and the mean off-period are 429Qkbp.980. Under this setting, mean on-period and mean off-period
10.0msec and 133msec, respectively. In Case 2 of both figur@e 5msec and 50msec, respectively. For wireless channel,
the parameters of the arrival process from the tagged user ae consider the following two conditions. For Condition 1
set asa = 0.800, # = 0.980, and A = 0.200. Under this (resp. Condition 2), the parameters for the channel areset a
setting, the average rate, the mean on-period and the mean= 7dB and7y = 16dB (resp.y; = 7dB and¥y = 12dB).
off-period are 36.4kbps, 5.00msec and 50.0msec, respéctiv  In Fig. 4, we observe the following. First, although the
In both figures, we set; = 7dB and¥ = 16dB. In Figs. 2 CKH scheduling is always superior to the RR scheduling for
and 3, we observe that for both scheduling algorithms, tiige maximum throughput, this is not the case for the delay
tail probabilities estimated by our approximation formsire performance. In fact, for Condition 1 (resp. Condition et
close to those estimated by simulation. CKH scheduling is superior to the RR scheduling only when
In what follows, we compare the delay performance undére arrival rate is greater than 82kbps (resp. 26kbps). ,Thus
the CKH scheduling with that under the RR scheduling. Firtte CKH scheduling is superior to the RR scheduling only
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when the arrival rate is greater than a threshold. The tioleshto the CKH scheduling for a large value 6f Note here that
varies with the average SNR, and the region where the Ckhe EBF¢.(6) at large value of) denotes the service capacity
scheduling is superior to the RR scheduling becomes narrgg the QoS constraint is stringent, and vice versa [15]. Elenc
when the average SNR is high. only when the required QoS for delay is not stringent, the
Next we examine how the burstiness of the arrival procesgrvice capacity under the CKH scheduling is greater than
affects the delay performance under the CKH scheduling afitht of the RR scheduling. In the simulation results in [5], a
that under the RR scheduling. For this purpose, we change #iilar observation has been made. Another interpretation
mean on-period of the on-off source while fixing the averagsig. 6 is that when the resulting delay performance is baal, th
arrival rate (i.e., we change and 3 while fixing p and ).  CKH scheduling is superior to the RR scheduling; otherwise
Then, a large value of the mean on-period means the strapg RR scheduling is superior to the CKH scheduling.
burstiness of the arrival process. Fig. 5 shows the proiabil Finally we examine the effect of the boundayy on the
that the delay of a randomly chosen packet from the tagg@élay performance under the CKH scheduling and that under
user is greater than 100msec under the CKH scheduling ahg RR scheduling. For this purpose, for = 5,7dB, we
that under the RR scheduling as a function of the mean ashow which scheduling is superior for various values of the
period. We set the parametar= 0.250 and fix the arrival average SNRy and the arrival rate. A small; means that
rate to 20kbps. For wireless channel, we consider the sagi@ system has a strong error tolerance against low average
two conditions as in Fig. 4. In Fig. 5, we observe that for bot§NR. In Fig. 7, we consider the delay of a randomly chosen
scheduling algorithms, the burstiness of the arrival pssdeas packet from the tagged user is greater than 100msec as the
a strong impact on the delay performance. We also see thatformance measure for comparison, and we changile
the CKH scheduling is superior to the RR scheduling onliing o and/3 to 1.000 and 0.000, respectively (i.e., the arrival
when the mean-on period is greater than a threshold. Thgcess is a Bernoulli process). We see in Fig. 7 that if the
threshold varies with the average SNR, and the region whejgstem has a strong error tolerance, the region where the CKH

the CKH scheduling is superior to the RR scheduling becom&sheduling is superior to the RR scheduling becomes narrow.
narrow when the average SNR is high. In fact, for Condition 1

(resp. Condition 2), the CKH scheduling is superior to the RR
scheduling when the mean on-period is greater than 168msec
(resp. 36msec). In this paper, we focus on the CKH scheduling algorithm,
We investigate the observations in Figs. 4 and 5 in mowvehich most coarsely utilizes multiuser diversity. We then
detail. Fig. 6 shows the EBE.(0) of the service process compare the packet delay performance of individual useeund
under the CKH scheduling and that under the RR schedulitie CKH scheduling with that under the RR scheduling in
as a function of¢ for Conditions 1 and 2. In Fig. 6, we order to reveal the characteristics of the scheduling élyor
observe the following. Whe® is small, the EBF under the exploiting multiuser diversity. For this purpose, we deel
CKH scheduling is greater than that under the RR scheduliag approximate formula to estimate the tail distribution of
for both channel conditions. However, with the increasenim t packet delay for an arbitrary user under the CKH scheduling
value of @, the EBF under the CKH scheduling more rapidland that under the RR scheduling. Numerical results exhibit
decrease than that under the RR scheduling. As a result, witleait in contrast to the throughput performance of the oVveral
0 is large, the EBF under the CKH scheduling is less thaystem, for the delay performance of individual user, theHCK
that under the RR scheduling. From the above observati@eheduling is superior to the RR scheduling only when the
we see that while the CKH scheduling is superior to the R&/stem lies in a severe environment, e.g., when the arrival
scheduling for a small value éf the RR scheduling is superiorrate is large, the burstiness of the arrival process is gtam

V. CONCLUSION



the average SNR is low. We also see that if the system Hamm (22), we obtain

a strong error tolerance against low average SNR, the region
where the CKH scheduling is superior to the RR scheduling
becomes narrow.

|C — oI| = (—o) NV |g=N+IC — 51|. (23)

In (23), we see that if and only irfC‘ —oNI| =0, we have

lo=N+t1C — oI| = 0 and thus|C — oI| = 0. Therefore,
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APPENDIX (1]

A. Proof of Proposition 2
[2]

For the proof of Proposition 2, we provide Theorem 1 below,
which shows a more general result than Proposition 2. Then,
Proposition 2 will immediately follow from Theorem 1. (3]

To state Theorem 1, we need the definitions of some
matrices . We consider & J x NJ matrix C' given by [4]

O L, O o
C . (5]
C= , 19
. LN,Q (0 ( ) [6]
0] e O LN71
Ly O o

(7]
whereN andJ are positive integerd,,, (n =0,1,---,N—1) (8]
denotes any/ x J matrix andO denotes a/ x J zero matrix.
Let 6 denote the PF eigenvalue @ in (19). We define a

J x J matrix C as

C=LyL,---Ly_1. (20)

[20]

[11]

Theorem 1. The PF eigenvalué of C in (19) is given by

§=oYN, (21)

[12]

wheres is the PF eigenvalue of.
PROOE We denote théth (i = 0,..., NJ — 1) row vector
of C by ¢;. We also denote an eigenvalue 6f by o. To
obtain the determinant o — oI, we apply the following
manipulations taC' — oI from the Oth step to théN — 2)nd
step. In thekth (k =0,..., N — 2) step,

1) define thel x NJ vectorsayy, ..

[13]
[14]

[15]
-y Q(kg1) -1 DY

gy CrJ [16]
=0 "Ly Ly
[17]
A(f+1)J-1 Clk+1)J-1
2) forj=0,...,J—1, adda;4; to the[(N —1)J + j]th
row of C.

Note that through the manipulations, the determinant iarAv
ant. Thus, after thé N — 2)nd step, we have

—O'I L1 O O
|C - 0I| = LN72 o)
O —ol LN:1
(0] O o NtC-orI
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