Nodal line optimization and its application to violin top plate design
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\begin{abstract}
In the literature, most problems of structural vibration have been formulated to adjust a specific natural frequency: for example, to maximize the first natural frequency. In musical instruments like a violin, however, mode shapes are equally important because they are related to sound quality in the way that natural frequencies are related to the octave. The shapes of nodal lines, which represent the natural mode shapes, are generally known to have a unique feature for good violins. Among the few studies on mode shape optimization, one typical study addresses the optimization of nodal point location for reducing vibration in a one-dimensional beam structure. However, nodal line optimization, which is required in violin plate design, has not yet been considered. In this paper, the central idea of controlling the shape of the nodal lines is proposed and then applied to violin top plate design. Finite element model for a violin top plate was constructed using shell elements. Then, optimization was performed to minimize the square sum of the displacement of selected nodes located along the target nodal lines by varying the thicknesses of the top plate. We conducted nodal line optimization for the second and the fifth modes together at the same time, and the results showed that the nodal lines obtained match well with the target nodal lines. The information on plate thickness distribution from nodal line optimization would be valuable for tailored trimming of a violin top plate for the given performances.
\end{abstract}

\section{Introduction}
When we perform music, the body of a musical instrument vibrates with the stroke of a hammer, the friction of a bow, or the turbulent flow of a stream of breath. The vibration of an instrument's body excites the air surrounding the body, generating vibration in the air with the same frequency. This vibration propagates through the air, generating a sound field. The sound spectrum radiated by musical instruments consists of the superposition of a number of partials. Every partial is characterized by its frequency, pressure strength and its decay rate. Such sound-related parameters are affected by eigenfrequencies and corresponding eigenmodes.

The current form of the violin was developed in the early eighteenth century based on 300 years of design experience. Violin craftsmen have intuitively tuned nodal lines, which are determined by natural frequencies and the mode shapes of a violin top plate, to those they desire. There have been various trends in the thickness distribution and arching of violin plates according to the nation or school where the instruments were produced. Although the violin was designed in a
non-scientific manner, many engineers and scientists are still attempting to discover the secrets of Old Italian violins that are currently recognized to have the best sound quality. In the findings of one such study, it was reported that well-designed violins have low eigenfrequencies within a specific range and that their eigenmodes have a specific shape of nodal lines.

Mode shapes (or the shape of nodal lines) and eigenfrequencies significantly affect sound parameters such as radiation efficiency and quality factor [1,2]. From this viewpoint of sound engineering, the shapes of nodal lines of a violin top plate have been inspected for various materials [3]. Actual behavior of an assembled violin would be different from that of a free violin top plate due to different boundary conditions and interactions with other components. Before assembling components, however, each component (mostly violin top and back plate) should be tuned separately first. The changes in the vibration characteristics that occur with changes to the thickness of a violin top plate have also been investigated [4].

The development of the nodal lines from a blank (base wood) to a finished violin top plate was investigated by Jansson et al. [2,5]. Starting with a blank, they found two nodal lines forming a cross for the first resonance. This nodal cross remained through all following adjustments. The second resonance initially had two horizontal nodal lines, but changed to typical nodal lines for a violin top plate that was arched and 8 mm thick. While varying the plate thickness between 4 and 5 mm, the fifth violin plate resonance, the ring mode, was found; this mode is known to be the most important and sensitive to thickness distribution. The aforementioned findings can actually improve the current violin design with the aid of state-of-the-art engineering analysis.

In most optimization problems related with vibration or sound, natural frequencies have often been considered more important than mode shapes. Specifically, maximization of a specific natural frequency is one of the most frequently used optimization formulations in the field [6,7]. Tinnsten and Carlsson [8,9] have performed the frequency optimizations of a violin plate with respect to various structural design variables, such as shell thickness, arching, material parameters, etc. However, the literature to date has rarely focused on mode shape optimization. Pritchard et al. [10] calculated the sensitivities of nodal point location for reducing the vibration of a one-dimensional simplified structure with beam and lumped mass, and Lai et al. [11] similarly conducted optimization to obtain the desired mode shape of a simple one-dimensional bar. Inzarulfaish and Azegami [12] performed a shape optimization by using a traction method in order to obtain the targeted eigenvector and then minimized the vibration by applying a geometric boundary condition to several nodes in a chassis-like frame [13]. In topology optimization [14-17], Maeda et al. [18] proposed a new method for designing vibrating structures that targets desired eigenfrequencies and eigenmode shapes. In the aforementioned approaches, however, the solution for the adjoint equation (i.e., adjoint mode) is approximated as a linear combination of eigenmodes in the modal coordinate system, which requires a finite number of eigenmodes for accurate sensitivity calculation. Computational burden also usually increases as the number of target nodes increases. Therefore, it is not easy to apply these optimization techniques to complex, practical three-dimensional problems with a large number of design variables.

In this paper, we propose an efficient calculation for eigenvector sensitivities based on the adjoint equation with approximated stiffness and mass matrices, and element shape function representation. By adopting topology optimization techniques, we use a single design variable per finite element (element thickness in detail), which results in a high degree of flexibility in shape variation of the nodal line. These new features, for the first time to our knowledge, enable us to handle a violin top plate with complicated three-dimensional geometry for nodal line optimization, compared with the simple one- or two-dimensional cases in the literature.

We first introduced the basic idea of a nodal line optimization for violin design (Section 2.1) and then calculated the corresponding sensitivities for a gradient-based optimization algorithm with the aid of an approximated element stiffness matrix (Sections 2.2 and 2.3). By applying the proposed method and adjusting the thickness of a violin top plate (Sections 2.4 and 2.5), we successfully performed an optimization for the nodal lines of a violin top plate (Section 3). We concluded this paper by showing a direction of our further work.

2. Nodal line optimization

2.1. Concept of nodal line optimization

Depending on the eigenfrequencies, a structure vibrates with specific vibrating modes, where both zero and maximum amplitudes exist. In acoustics, a point with zero amplitude is called a node, and one with maximum amplitude is called an anti-node. A line that is composed of a set of nodes is called a nodal line. The shape of nodal lines is used to define the vibration features of a structure and has been commonly applied to the design of musical instruments.

Fig. 1 shows the basic concept of nodal line optimization. In Fig. 1, small circles represent target nodes and dotted lines show the current nodal lines. By adjusting the thickness of each element, we tune the initial nodal lines in Fig. 1(a) to the desired lines in Fig. 1(b). As the number of nodes increases, we can fine-tune the nodal lines.

The eigenvalue problem in the form of finite element analysis is expressed as

\[ K \Phi_j = \lambda_j M \Phi_j \quad \text{with} \quad \Phi_j^T M \Phi_j = 1 \]  \hspace{2cm} (1)

where \( K \) denotes the stiffness matrix of a structure, \( M \) the mass matrix, \( \Phi_j \) the \( j \)th eigenvector, and \( \lambda_j \) the \( j \)th eigenvalue.
The nodal line, \( L \), along which a vertical component of an eigenvector becomes zero, can be formulated as
\[
L = \{ x | w_j(x) = N \Phi_j^T n(x) = 0 \text{ for } \forall i \} \tag{2}
\]
where \( w_j(x) \) denotes the component of the \( j \)th eigenvector normal to a local tangential plane at \( x \), \( N \) the shape function matrix, \( \Phi_j \) the eigenvector of \( U_j \) for the \( i \)th element to which \( x \) belongs, \( T_i \) the transformation matrix for the \( i \)th element, and \( n(x) \) a normal vector at \( x \) in \((x, y, z, \theta_x, \theta_y, \theta_z)\). Here, the shape function matrix, \( N \), is expressed with each shape function \( N_i \) where the corresponding degree of freedom (dof) has a unit value while the other dof is zero as in
\[
N = \begin{bmatrix}
N_1 & 0 & 0 & 0 & 0 & N_2 & 0 & \ldots \\
0 & N_1 & 0 & 0 & 0 & 0 & N_2 & \ldots \\
0 & 0 & N_1 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & N_1 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & N_1 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & N_1 & 0 & \ldots \\
\end{bmatrix} \tag{3}
\]

Then, in order to pass the target node at \( x_i \), the nodal line, \( L \), should satisfy
\[
w_j(x_i) = 0 \tag{4}
\]
For nodal line optimization, we first need to quantify the difference between the targeted and the current nodal lines. We define the error of the current nodal lines from the targeted ones for the \( j \)th mode as
\[
E_j = \sum_{i=1}^{n_n} (w_j(x_i))^2 = \sum_{i=1}^{n_n} (NT_i \Phi_j \cdot n(x_i))^2 = \sum_{i=1}^{n_n} (n(x_i)^T NT_i \Phi_j)^2 \tag{5}
\]
where \( n_n \) represents the number of target nodes. Here, for simplicity, we set the same subscription \( i \) for both target nodes and elements. If \( E_j=0 \), then a nodal line passes all target nodes perfectly.

### 2.2. Sensitivity analysis of nodal line optimization

Consider the general response function of an eigenproblem represented in terms of eigenvalues \( \lambda_j \), eigenvectors \( \Phi_j \) and a design variable vector \( b \) as follows:
\[
g = g(\lambda_j, \Phi_j, b) \tag{6}
\]
It is assumed that the response function whose sensitivity is desired is continuous and differentiable with respect to its arguments. For the adjoint variable method [19,20], the Lagrangian function is defined by adding state equations to the response function as follows:
\[
L = g(\lambda_j, \Phi_j, b) + z^T (K - \lambda_j M) \Phi_j + y \frac{1}{2} \Phi_j^T M \Phi_j \tag{7}
\]
where \( y \) and \( z \) are adjoint variables (or so-called Lagrange multipliers) for eigenvalues and eigenvectors, respectively. The adjoint variables \( y \) and \( z \) are determined such that the Lagrangian function \( L \) in Eq. (7) is stationary with respect to the
By using the symmetry of $K$ and $M$, Eq. (8) becomes:

$$
\frac{\partial L}{\partial \lambda_j} = \frac{\partial g}{\partial \lambda_j} \Phi_j + (\mathbf{z}^T(K-\lambda_j M)) - y(\Phi_j^T M) = 0
$$

By using the symmetry of $K$ and $M$,

$$
\frac{\partial g}{\partial \lambda_j} \Phi_j^T M z = 0
$$

Then, the adjoint equation is obtained as follows:

$$
\begin{bmatrix}
K - \lambda_j M & -M \Phi_j \\
-\Phi_j^T M & 0
\end{bmatrix}
\begin{bmatrix}
z \\
y
\end{bmatrix}
= \begin{bmatrix}
\frac{\partial g}{\partial \Phi_j} \\
-\frac{\partial g}{\partial \lambda_j}
\end{bmatrix}
$$

The total design variation of the Lagrangian function, Eq. (7) gives

$$
\frac{dL}{db_i} = \frac{dg}{db_i} + \left( \frac{dz}{db_i} \right)^T (K-\lambda_j M) \Phi_j + \left( \frac{dy}{db_i} \right) \left( \frac{1}{2} \Phi_j^T M \Phi_j \right) + \mathbf{z}^T \frac{dL}{db_i} (K-\lambda_j M) \Phi_j + y \frac{dL}{db_i} \left\{ \left( \frac{1}{2} \Phi_j^T M \Phi_j \right) \right\}
$$

If $z$ and $y$ are selected to be in the same kinematically admissible space of $\Phi_j$ and $\lambda_j$, the second and third terms of Eq. (11) vanish: i.e.

$$
\begin{bmatrix}
\frac{dz}{db_i} \\
\frac{dy}{db_i}
\end{bmatrix}^T (K-\lambda_j M) \Phi_j = 0
$$

Then, Eq. (11) becomes

$$
\frac{dL}{db_i} = \frac{dg}{db_i} + \mathbf{z}^T \left( \frac{dK}{db_i} - \lambda_j \frac{dM}{db_i} \right) \Phi_j - \frac{1}{2} y \Phi_j^T M \Phi_j
$$

By using Eq. (8), we simplify Eq. (13) as

$$
\frac{dL}{db_i} = \frac{dg}{db_i} + \mathbf{z}^T \left( \frac{dK}{db_i} - \lambda_j \frac{dM}{db_i} \right) \Phi_j - \frac{1}{2} y \Phi_j^T M \Phi_j
$$

In addition, from the fundamental variational principle [21],

$$
\frac{dL}{db_i} = \frac{dg}{db_i}
$$

In this paper,

$$
g = E_i = \sum_{i=1}^{n} (n_i NT, \Phi_j)^2
$$

Because the design variable, $b_i$, is the thickness of each element, $t_e$, Eq. (14) becomes:

$$
\frac{dE_i}{dt_e} = \mathbf{z}^T \left( \frac{\partial K}{\partial t_e} - \lambda_j \frac{\partial M}{\partial t_e} \right) \Phi_j - \frac{1}{2} y \Phi_j^T M \Phi_j
$$

where $t_e$ is the thickness of the $i$th element and $K$, $M$, and $\Phi_j$ are the element-wise stiffness matrix, mass matrix and eigenvector, respectively.

In order to calculate Eq. (17), we first obtain $z_e$ and $y$ by solving the adjoint equation, Eq. (10). By careful manipulation (see Appendix A for more detailed information), Eq. (10) becomes:

$$
\begin{bmatrix}
K - \lambda_j M & -M \Phi_j \\
-\Phi_j^T M & 0
\end{bmatrix}
\begin{bmatrix}
z \\
y
\end{bmatrix}
= \begin{bmatrix}
-2 \sum_{i=1}^{n} \left( (n_i NT, \Phi_j)(NT_i) \right) n_i \\
0
\end{bmatrix}
$$

for $z$ and $y$. 

variations of the primary state variables; i.e.
The next step is to calculate \( \partial \mathbf{k}_c(t_e) / \partial t_e \) and \( \partial \mathbf{m}_c(t_e) / \partial t_e \). As expressed in Eq. (17), the stiffness and mass matrices of each element depend only on the thickness of a shell element, the derivative of the local stiffness matrix can be approximated as

\[
\mathbf{k}_c(t_e) \approx \begin{bmatrix}
    x_{11} t_e^2 + \beta_{11} t_e^2 + \gamma_{11} t_e + \delta_{11} & x_{12} t_e^2 + \beta_{12} t_e^2 + \gamma_{12} t_e + \delta_{12} & \cdots & x_{1n} t_e^2 + \beta_{1n} t_e^2 + \gamma_{1n} t_e + \delta_{1n} \\
    x_{21} t_e^2 + \beta_{21} t_e^2 + \gamma_{21} t_e + \delta_{21} & x_{22} t_e^2 + \beta_{22} t_e^2 + \gamma_{22} t_e + \delta_{22} & \cdots & x_{2n} t_e^2 + \beta_{2n} t_e^2 + \gamma_{2n} t_e + \delta_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    x_{n1} t_e^2 + \beta_{n1} t_e^2 + \gamma_{n1} t_e + \delta_{n1} & x_{n2} t_e^2 + \beta_{n2} t_e^2 + \gamma_{n2} t_e + \delta_{n2} & \cdots & x_{nn} t_e^2 + \beta_{nn} t_e^2 + \gamma_{nn} t_e + \delta_{nn}
\end{bmatrix}
\]

Therefore,

\[
\frac{\partial \mathbf{k}_c(t_e)}{\partial t_e} \approx \begin{bmatrix}
    3x_{11} t_e^2 + 2\beta_{11} t_e + \gamma_{11} & 3x_{12} t_e^2 + 2\beta_{12} t_e + \gamma_{12} & \cdots & 3x_{1n} t_e^2 + 2\beta_{1n} t_e + \gamma_{1n} \\
    3x_{21} t_e^2 + 2\beta_{21} t_e + \gamma_{21} & 3x_{22} t_e^2 + 2\beta_{22} t_e + \gamma_{22} & \cdots & 3x_{2n} t_e^2 + 2\beta_{2n} t_e + \gamma_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    3x_{n1} t_e^2 + 2\beta_{n1} t_e + \gamma_{n1} & 3x_{n2} t_e^2 + 2\beta_{n2} t_e + \gamma_{n2} & \cdots & 3x_{nn} t_e^2 + 2\beta_{nn} t_e + \gamma_{nn}
\end{bmatrix}
\]

The general procedure of approximating a stiffness matrix is as follows:

1. Perform three structural analyses at the thickness cases of \(( \frac{1}{3} t_0, \frac{2}{3} t_0, t_0 )\).
2. Extract the stiffness components for the element from ANSYS for the three cases.
3. Using three data points for each component from Step 2, calculate \( x_{ij}, \beta_{ij} \) and \( \gamma_{ij} \) in Eq. (19) (because \( \mathbf{k}_c(0) = 0, \delta_{ij} = 0 \) \( \forall i \) and \( j \)).
4. Calculate \( \partial \mathbf{k}_c(t_e) / \partial t_e \) from Eq. (20).

For the validation, we compared the sensitivity values from the proposed method with values from the FDM (Table 1). It is clearly shown that the design sensitivity analysis using the regressed stiffness matrix provides accurate results with an acceptable margin of error. The FDM results were obtained by using a perturbation of 1% and 0.1%.

### 2.3. Mode tracking

As the structural configuration changes at each iteration of optimization, “mode switching” may occur. If a certain objective or the constraint function is defined based on a fixed modal order, the corresponding sensitivities may be discontinuous at the time of mode switching, and an incorrect natural frequency and eigenmode may be obtained at the end of optimization. In order to keep tracking the target mode, a mode assurance criterion (MAC) [22] was utilized in this paper. The definition of MAC is as follows:

\[
\text{MAC}(\Phi_a, \Phi_b) = \frac{(\Phi_a^T \Phi_b)^2}{(\Phi_a^T \Phi_a)(\Phi_b^T \Phi_b)}
\]

where \( \Phi_a \) and \( \Phi_b \) represent two mode shape vectors of interest. The value of MAC varies between 0 and 1. When the MAC value is equal to 1, the two vectors represent exactly the same mode shape. We examined the norm of each extracted mode

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy of design sensitivity analysis using a regressed stiffness matrix.</td>
</tr>
<tr>
<td>Element</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
</tbody>
</table>
of the updated structural configuration with respect to the reference mode. At each iteration, the eigenvectors were compared with the old eigenvectors at the previous iteration, and then the eigenvector with the MAC value closest to 1 with respect to the reference eigenvector \( \Phi_{\text{ref}} \) was selected as the objective mode \( \Phi_{\text{obj}} \). This may be stated as follows:

\[
\Phi_{\text{obj}} = \Phi_k \quad \text{such that} \quad \max_{k=1\cdots N_m} \left[ \text{MAC}(\Phi_k, \Phi_{\text{ref}}) \right]
\]

where \( N_m \) is the number of modes to be checked.

2.4. Procedure of nodal line optimization

Fig. 2 outlines the optimization procedure. A seamless integration between finite element analysis (FEA), design sensitivity analysis, and optimization module is crucial in an automated design process. ANSYS [23] is used for modal FEA and methods of moving asymptotes (MMA) [24] is employed to support design optimization with the subroutines of the design sensitivity modules coded in MATLAB [25].

2.5. Problem definition of nodal line optimization

As mentioned in Section 1, mode shapes (or the shape of nodal lines) and eigenfrequencies significantly affect sound parameters [1,2]. In the literatures [5,26], the second and fifth eigenmodes are generally selected for guidance in tuning because the two eigenmodes are sensitive to the thickness distributions and can be easily measured. In consideration of this fact, the objective function of nodal line optimization in this paper is to minimize the square sum of the displacement of selected nodes along the target nodal lines for the second (bending mode) and fifth (ring mode) eigenmodes. We also constrain eigenfrequencies within specific bandwidths. The optimization formulation including the constraints is as follows:

\[
\text{Minimize} \quad \alpha \sum_{i=1}^{n_x} (w_2(x_i))^2 + (1 - \alpha) \sum_{i=1}^{n_x} (w_5(x_i))^2
\]

\[
170(\text{Hz}) \leq \lambda_2 \leq 230(\text{Hz}) \\
370(\text{Hz}) \leq \lambda_5 \leq 430(\text{Hz}) \\
1.5(\text{mm}) \leq t_m \leq 5.0(\text{mm}), \quad m = 1, 2, \ldots, n_e
\]

where \( \alpha \) is a weighting factor (0.5 in this paper), and the initial values of \( t_m \) are uniformly set as 2.5 mm.

![Fig. 2. Flow chart of nodal line optimization.](image)
Fig. 3 shows a three-dimensional FE model of the violin top plate with a total of 712 finite elements, which are SHELL63 in ANSYS. Note that f-holes and a bass bar are not included in the FE model. We constructed the FE model based on the measurement of the coordinates of a violin top plate. The template violin top plate is made of spruce, which is highly anisotropic (Table 2). Because the shape functions of SHELL63 are not reported in the ANSYS user manual, we used a semi-analytic method to calculate sensitivity values: for the sensitivity derivation of eigenvalues, eigenvectors, stiffness and mass matrices, we used results from ANSYS.

### Table 2

Material properties of a violin top plate.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{xx}$</td>
<td>700 (kPa)</td>
</tr>
<tr>
<td>$E_{yy}$</td>
<td>16,000 (kPa)</td>
</tr>
<tr>
<td>$E_{zz}$</td>
<td>700 (kPa)</td>
</tr>
<tr>
<td>$G_{xy}$</td>
<td>900 (kPa)</td>
</tr>
<tr>
<td>$G_{xz}$</td>
<td>60 (kPa)</td>
</tr>
<tr>
<td>$G_{yz}$</td>
<td>900 (kPa)</td>
</tr>
<tr>
<td>$\mu_{xy}$</td>
<td>0.02</td>
</tr>
<tr>
<td>$\mu_{xz}$</td>
<td>0.47</td>
</tr>
<tr>
<td>$\mu_{yz}$</td>
<td>0.42</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.4 (kg m$^{-3}$)</td>
</tr>
</tbody>
</table>

Fig. 4. Experimentally determined nodal lines and eigenfrequencies for modes 1–5 [3].

Fig. 3 shows a three-dimensional FE model of the violin top plate with a total of 712 finite elements, which are SHELL63 in ANSYS. Note that f-holes and a bass bar are not included in the FE model. We constructed the FE model based on the measurement of the coordinates of a violin top plate. The template violin top plate is made of spruce, which is highly anisotropic (Table 2). Because the shape functions of SHELL63 are not reported in the ANSYS user manual, we used a semi-analytic method to calculate sensitivity values: for the sensitivity derivation of eigenvalues, eigenvectors, stiffness and mass matrices, we used results from ANSYS.

### 3. Numerical results

Molin et al. [3] experimentally measured the nodal lines and eigenfrequencies of a violin top plate without f-holes and a bass bar from the first mode to the fifth mode as shown in Fig. 4.

In this paper, we numerically investigated nodal lines from the optimization by changing the weighting factor, $\alpha$, in Eq. (23): 1 (only the second mode), 0 (only the fifth mode), and 0.5 (both the second and fifth modes). First, in the case of $\alpha=1$ (Fig. 5(b)), the overall results are similar to Fig. 4 except a certain offset of the fifth mode from the desired shape.
Nodal lines with $z=0$ similarly deviated from the targeted nodal lines in the third and fourth modes (Fig. 5(c)). However, the value of 0.5 for $z$ determined the desired nodal lines as shown in Fig. 5(d) by considering the second and fifth modes at the same time in Eq. (23). It is interesting to note that although a mode switch happened between the third and fourth modes during optimization we successfully obtained numerical results by tracking target modes as described in Section 2.3. Based on this finding, we used $z=0.5$ for the remaining numerical studies in the paper.

Fig. 5. Initial and optimized nodal lines of the first to the fifth modes: (a) Initial nodal lines; (b) optimized nodal lines in the case of $z=1$; (c) optimized nodal lines in the case of $z=0$ and (d) optimized nodal lines in the case of $z=0.5$. 
We then checked target nodes and nodal lines for the second and fifth modes in the initial and optimized top plates. The initial top plate in which thickness distribution is uniform shows different nodal lines and eigenfrequencies from those desired. As shown in Fig. 6, however, the initial nodal lines for the second and fifth modes changed close to the targeted nodal lines as a result of minimization of the square sum of displacement of the target nodes. Ideally, optimization enables us to obtain both $E_2=0$ and $E_5=0$ in Eq. (5) (thus, $E=0.5E_2+0.5E_5=0$) by crossing all the target nodes, but we could not achieve this under the given FE model and constraint functions. Fig. 7 shows optimization histories of the objective function values and natural frequencies for the second and fifth modes.

Fig. 8 shows the general trend of thickness distribution of the optimized violin top plate. Starting from the uniform thickness, the thickness of the plate thicknesses was varied until the objective function was minimized and the constraint functions were satisfied. However, the thickness distribution obtained from optimization is inevitably discontinuous compared with the real top plate design.

![Fig. 6. Initial and optimized nodal lines: (a) second mode and (b) fifth mode.](image)

![Fig. 7. Optimization histories of objective function values and the second and the fifth natural frequencies: (a) Second natural frequency; (b) fifth natural frequency and (c) objective function value.](image)
4. Conclusion

In this paper, we studied nodal line optimization for a violin top plate, a topic not previously considered in the field. For this purpose, we first proposed the concept of nodal line optimization, which minimizes the square sum of the displacement of target nodes located along the target nodal lines by varying the distribution of material thickness in a top plate. Next, we derived the sensitivities of the objective and constraint functions, which are essential for nodal line optimization, based on the approximation of the mass and stiffness matrices of a violin top plate. We then obtained numerical results and compared them with the experimental data in the literature for validation. The numerical framework for nodal line optimization proposed in this paper performed well to obtain targeted nodal lines within specific bandwidths of eigenfrequencies. From the viewpoint of manufacturability, however, the optimized thickness distribution which is discontinuous is not satisfactory. In further research, we may adopt numerical techniques to smooth out the discontinuous result or to obtain continuous distribution from the start. Considering other geometry variation (arching) and material properties (density and stiffness) as design variables would be also an interesting subject for the future work.
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Appendix A. Matrix calculus notation [19, 27]

Let \( \mathbf{x} \) be a \( k \) vector of real variables, \( \mathbf{y} \) be an \( m \) vector of real variables, \( a(\mathbf{x}, \mathbf{y}) \) be a scalar differentiable function of \( \mathbf{x} \) and \( \mathbf{y} \), and \( \mathbf{g}(\mathbf{x}, \mathbf{y}) = [g_1(\mathbf{x}, \mathbf{y}) \cdots g_n(\mathbf{x}, \mathbf{y})]^T \) be an \( n \) vector of differentiable functions of \( \mathbf{x} \) and \( \mathbf{y} \). Using \( i \) as row index and \( j \) as column index, define

\[
\mathbf{a}_\mathbf{x} = \frac{\partial a}{\partial \mathbf{x}} = \left[ \frac{\partial a}{\partial x_j} \right]_{1 \times k}
\]

\[\text{Eq. (A.1)}\]

\[
\mathbf{g}_\mathbf{x} = \frac{\partial \mathbf{g}}{\partial \mathbf{x}} = \left[ \frac{\partial \mathbf{g}}{\partial x_j} \right]_{n \times k}
\]

\[\text{Eq. (A.2)}\]

\[
\mathbf{a}_{\mathbf{xy}} = \left[ \frac{\partial^2 a}{\partial x_i \partial y_j} \right]_{k \times m} = \frac{\partial}{\partial \mathbf{y}} \left[ \frac{\partial a^T}{\partial \mathbf{x}} \right] = \frac{\partial}{\partial \mathbf{y}} \left[ \mathbf{a}_\mathbf{x}^T \right] = \left[ \mathbf{a}_\mathbf{x}^T \right]_y
\]

\[\text{Eq. (A.3)}\]

Note that the derivative of a scalar function with respect to a vector variable in Eq. (A.1) gives a row vector. In order to take advantage of this notation, it is important that the correct vector definition of matrix derivatives be used. Note also that the derivative of a vector function with respect to a vector variable in Eq. (A.2) gives a matrix.
Based on the above notation, matrix calculus extensions of ordinary calculus rules can be derived. For example, if $A$ is an $n \times n$ constant matrix,

$$
\frac{\partial}{\partial x} (Ag(x,y)) = \left[ \frac{\partial}{\partial x_j} \left( \sum_{i=1}^{n} A_{ij}g_{ij} \right) \right]
= \left( \sum_{i=1}^{n} A_{ij} \frac{\partial g_{ij}}{\partial x_j} \right)
= A \frac{\partial g}{\partial x} = Ag_x
$$

(A.4)

The second example involves two $n$-vector functions $h(x,y)$ and $g(x,y)$. By careful manipulation,

$$
\frac{\partial}{\partial x} (g^T h) = \left[ \frac{\partial}{\partial x_j} \left( \sum_{i=1}^{n} g_i \frac{\partial h_i}{\partial x_j} \right) \right]
= \sum_{i=1}^{n} \left( \frac{\partial g_i}{\partial x_j} h_i + g_i \frac{\partial h_i}{\partial x_j} \right)
= \left[ \sum_{i=1}^{n} h_i \frac{\partial g_i}{\partial x_j} \right] + \left[ \sum_{i=1}^{n} g_i \frac{\partial h_i}{\partial x_j} \right]
= h^T \frac{\partial g}{\partial x} + g^T \frac{\partial h}{\partial x}
$$

(A.5)

Very often in structural mechanics, quadratic forms $x^T Ax$ ($x \in R^n$) arise, where $A$ is a $n \times n$ constant matrix, presumed initially not to be symmetric. Using the foregoing definitions,

$$
\frac{\partial}{\partial x} (x^T Ax) = \left[ \frac{\partial}{\partial x_j} \left( \sum_{i,k} x_k a_{ik} x_j \right) \right]
= \sum_{i,k} x_k a_{ki} + \sum_{j} a_{ij} x_j
= \sum_{i,k} x_k a_{ki} + \sum_{j} x_j a_{ji}^T
= x^T (A + A^T)
$$

(A.6)

In particular, if $A$ is symmetric,

$$
\frac{\partial}{\partial x} (x^T Ax) = 2x^T A
$$

(A.7)
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