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We consider Hermitian random matrices of the form $H = W + \lambda V$, where $W$ is a Wigner matrix and $V$ is a diagonal random matrix independent of $W$. We assume subexponential decay for the matrix entries of $W$ and we choose $\lambda \sim 1$ so that the eigenvalues of $W$ and $\lambda V$ are of the same order in the bulk of the spectrum. In this paper, we prove for a large class of diagonal matrices $V$ that the local deformed semicircle law holds for $H$, which is an analogous result to the local semicircle law for Wigner matrices. We also prove complete delocalization of eigenvectors and other results about the positions of eigenvalues.

I. INTRODUCTION

Consider large matrices whose entries are random variables. Famous examples of such matrices are Wigner matrices: a Wigner matrix is an $N \times N$ real or complex matrix $W = (w_{ij})$ whose entries are independent random variables with mean zero and variance $1/N$, subject to the symmetry constraint $w_{ij} = \overline{w}_{ji}$. The eigenvalues of Wigner matrices are highly correlated; the empirical density of eigenvalues converges to the Wigner semicircle law\textsuperscript{40} in the large $N$ limit. Under some additional moment assumptions on the entries this convergence also holds on very small scales: denoting by $G_W(z) = (W - z)^{-1}$, $z \in \mathbb{C}^+$, the resolvent or Green function of $W$, the convergence of the empirical eigenvalue distribution on scale $\eta$ at an energy $E \in \mathbb{R}$ is equivalent to the convergence of the averaged Green function $m_W(z) = N^{-1} \text{Tr} G_W(z)$, $z = E + i \eta$. The convergence of $m_W(z)$ at the optimal scale $N^{-1}$, up to logarithmic corrections, the so-called \textit{local semicircle law}, was established for Wigner matrices in a series of papers,\textsuperscript{16–18} where it was also shown that the eigenvectors of Wigner matrices are completely delocalized. The proof is based on a self-consistent equation for $m_W(z)$ and the continuity of the Green function $G(z)$ in the spectral parameter $z$. In Refs. 22 and 23, convergence of Green function entries was established on optimal scales. Precise estimates on the averaged Green function $m_W(z)$ and on the eigenvalue locations are essential ingredients for proving bulk universality\textsuperscript{19,20} and edge universality\textsuperscript{24} for Wigner matrices.

Diagonal matrices with independent and identically distributed (i.i.d.) random entries are another example of random square matrices. Their eigenvalues are independent, hence uncorrelated, and their eigenvectors are localized. Physically, the diagonal matrix may represent an on-site random potential on a lattice system. Compared to the mean-field nature of Wigner matrices, which are in the weak disorder or the delocalization regime, the diagonal randomness also provides a good example of the strong disorder or localization regime.

In this paper we consider the interpolation of the two, i.e., the $N \times N$ random matrix

$$H = \lambda V + W,$$

$\lambda \in \mathbb{R}$,

(1.1)
where $V$ is a real diagonal random matrix, or a “random potential,” and $W$ is a real symmetric or complex Hermitian Wigner matrix independent of $V$. The matrix $V$ is properly normalized so that the typical eigenvalues of $V$ and $W$ are of the same order. (See Definition 2.1 for a precise statement.) The parameter $\lambda$ determines the relative strength of each part in this model.

For $\lambda \sim 1$ the eigenvalue density is not solely determined by $V$ or $W$ in the limit $N \to \infty$, but can be described by a functional equation for the Stieltjes transforms of the limiting eigenvalue distributions of $V$ and $W$; see Refs. 33 and 34. In general, this limiting eigenvalue distribution, referred to as the deformed semicircle law, is different from the semicircle distribution. The equal strength of $V$ and $W$ makes it non-trivial to find the spectral properties of $H$. We remark that there are some results related to this model.$^{4,8,29}$

When $W$ belongs to the Gaussian Unitary Ensemble (GUE), $H$ is called the deformed GUE, and it can describe Dyson Brownian motion on the real line; see, e.g., Refs. 10 and 27. There has been much important work on various scales of $\lambda$: Related to symmetry-breaking, transition statistics for eigenvalues in the bulk, especially the nearest neighbor spacing, were studied in Refs. 25 and 32 for $\lambda \sim N^{1/2}$. In this situation, the diagonal part $\lambda V$ controls the average density, while the GUE part induces fluctuation of eigenvalues. For $\lambda \lesssim 1$, it was shown in Ref. 35 that universality of eigenvalue correlation functions holds in the bulk of the spectrum. Concerning the edge behaviour, it was shown in Ref. 28 that the transition from the Tracy-Widom to the standard Gaussian distribution occurs on the scale $\lambda \sim N^{-1/6}$. For $\lambda \ll N^{-1/6}$, the Tracy-Widom distribution for the edge eigenvalues was established by Shcherbina.$^{36}$

In this paper, we prove, for $\lambda \lesssim 1$ and a large class of random potentials, convergence of the empirical density of eigenvalues down to the optimal scale $1/N$, i.e., we show a local deformed semicircle law for the averaged Green function $m_{H}(z) = N^{-1} \text{Tr}(H - z)^{-1}$, $z = E + i\eta$, for all $\eta \gg N^{-1}$. Unlike in the Wigner case, the diagonal disorder of $V$ prevents the diagonal Green function entries from concentrating around $m_{H}(z)$ for $\lambda \neq 0$. Following Ref. 24 we derive a self-consistent equation for $m_{H}(z)$, whose analysis requires a stability estimate that forces interesting conditions on $V$ and $\lambda$. As an intermediate result, we obtain a weak local deformed semicircle law for $m_{H}(z)$ and complete delocalization of the eigenvectors of $H$ up to the edge. In Ref. 23 a "fluctuation average lemma" was proven that yielded optimal rigidity estimates on the location of the eigenvalues of $H$ in the bulk$^{25}$ and up to the edge.$^{24}$ Combining the weak deformed semicircle law with the "fluctuation average lemma"$^{23}$ we obtain the convergence of $m_{H}(z)$ on the optimal scale. However, the self-averaging mechanism of the Wigner matrix $W$ in the bulk is only observed after the leading fluctuations stemming from $V$ are subtracted. For example, for $\lambda \sim 1$, the rigidity of eigenvalue location is weaker than in the Wigner case, but we show that the eigenvalue spacing is rigid in the bulk on intermediate scales.

The paper is organized as follows: In Sec. II, we introduce the precise definition and assumptions of the model, state the main results, and give a short outline of the proofs. Our assumptions on $\lambda V$ mainly depend on the behaviour of the deformed semicircle law as described in Lemmas 2.4 and 2.7 (see also Lemma 3.2 in Sec. III). For similar results on the deformed semicircle law; see Refs. 5 and 36. In Sec. III, we prove a weak local (deformed) semicircle law and complete delocalization of eigenvectors. The proof of the local deformed semicircle law follows closely the proof of the weak local semicircle law for sparse random matrices given in Ref. 12. In Sec. IV, we give a proof of the average fluctuation lemma (Lemma 4.1). The proof is inspired by Erdős,$^{14}$ where fluctuation averages are considered for generalized Wigner and random band matrices. The combination of the fluctuation average lemma with the weak local (deformed) semicircle law, yields a proof of the strong local deformed semicircle law as in Refs. 12 and 24. In Sec. V, we identify the leading corrections due to the random diagonal part to the strong local semicircle law on scale $N^{-1/2}$, in the bulk of the spectrum. In Sec. VI, we establish, following the Helffer-Sjöstrand argument given in Ref. 15, estimates on the density of states and the rigidity of eigenvalues. Using the results obtained in Sec. V, we obtain estimates on the rigidity of the eigenvalue spacing on intermediate scales in the bulk of the spectrum. Technical details about the square root behaviour and the stability bounds for the deformed semicircle law are given in the Appendix.
II. DEFINITION AND RESULTS

In this section, we define our model and state our main results.

A. Free convolution

As first shown in Ref. 33 the limiting spectral distribution of the interpolating model (1.1) is given by the (additive) free convolution measure of the limiting distribution of the entries of $\lambda V$ and $\mu_{sc}$, the semicircular measure. In a more general setting, the free convolution measure, $\mu_1 \boxplus \mu_2$, of two probability measures $\mu_1$ and $\mu_2$, is defined as the distribution of the sum of two freely independent non-commutative random variables, having distributions $\mu_1$, $\mu_2$, respectively; we refer to Refs. 1, 26, 30, and 39. The (additive) free convolution may also be described in terms of the Stieltjes transform: Let $\mu$ be a probability measure on $\mathbb{R}$, then we define the Stieltjes transform of $\mu$ by

$$m_\mu(z) := \int_{\mathbb{R}} \frac{d\mu(x)}{x - z}, \quad z \in \mathbb{C}^+. \tag{2.1}$$

Note that $m_\mu(z)$ is an analytic function in the upper half plane, satisfying $\lim_{y \to \infty} im \mu(iy) = 1$. As shown in Refs. 6 and 38, the free convolution has the following property: Denote by $m_{\mu_1}$, $m_{\mu_2}$, $m_{\mu_1 \boxplus \mu_2}$, the Stieltjes transforms of $\mu_1$, $\mu_2$, $\mu_1 \boxplus \mu_2$, respectively. Then there exist two analytic functions $\omega_1$, $\omega_2$, from $\mathbb{C}^+$ to $\mathbb{C}^+$, satisfying $\lim_{y \to \infty} \omega_i(iy)/iy = 1$, ($i = 1$, 2), such that

$$m_{\mu_1 \boxplus \mu_2}(z) = m_{\mu_1}(\omega_2(z)) = m_{\mu_2}(\omega_1(z)),$$

$$\omega_1(z) + \omega_2(z) = z - \frac{1}{m_{\mu_1}(\omega_2(z))} \tag{2.2}$$

for $z \in \mathbb{C}^+$. The functions $\omega_i$ are referred to as subordination functions. Note that (2.2) also shows that $\mu_1 \boxplus \mu_2 = \mu_2 \boxplus \mu_1$. It was pointed out in Refs. 3 and 9 that the system (2.2) may be used as an alternative definition of the free convolution. In particular, given $\mu_1$, $\mu_2$, the system (2.2) has a unique solution $(m_{\mu_1}(\omega_2), \omega_1, \omega_2)$.

The system (2.2) has been used in Ref. 34 to exploit the limiting eigenvalue distributions for random matrices of the form $A + UBU^*$, with $A, B$ deterministic or random $N \times N$ matrices and $U$ a $N \times N$ random Haar unitary matrix. Free probability theory turned out to be a natural setting for studying global laws for such ensembles; see, e.g., Refs. 1 and 39. For more recent treatments, including local laws, we refer to Refs. 4, 8, and 29.

In case we choose the measure $\mu_2$ as the standard semicircular law $d\mu_{sc}(E) = \frac{1}{2\pi} \sqrt{4 - E^2} dE$, a simple computation reveals that the Stieltjes transform, $m_{\mu_{sc}} \equiv m_{sc}$, satisfies

$$m_{sc}(z) = -\frac{1}{z + m_{sc}(z)}, \quad z \in \mathbb{C}^+. \tag{2.3}$$

Using this information, we can reduce the system (2.2), to the self-consistent equation

$$m_{fc}(z) = \int_{\mathbb{R}} \frac{d\mu(x)}{x - z - m_{fc}(z)}, \quad z \in \mathbb{C}^+, \tag{2.3}$$

Im $m_{fc}(z) \geq 0$, for $z \in \mathbb{C}^+$, with $\lim_{y \to \infty} im \mu_{fc}(iy) = 1$, where we have abbreviated $\mu \equiv \mu_1$.

Equation (2.3) is often called the Pastur relation. A slightly modified version of the functional equation (2.3) is the starting point of the analysis given in Ref. 33 and also in the present paper; see (2.9).

The (unique) solution of (2.3) has first been studied in details in Ref. 5. In particular, it has been shown that $\lim sup_{\eta \to 0} \text{Im} m_{fc}(E + i\eta) < \infty$, $E \in \mathbb{R}$, and hence the free convolution measure $\mu_{fc} \equiv \mu \boxplus \mu_{sc}$ is absolutely continuous (for simplicity we denote the density also with $\mu_{fc}$) and we conclude from the Stieltjes inversion formula that

$$\mu_{fc}(E) = \lim_{\eta \to 0} \frac{1}{\pi} \text{Im} m_{fc}(E + i\eta), \quad E \in \mathbb{R}.$$
Moreover, it was shown in Ref. 5 that the density $\mu_{fc}$ is analytic in the interior of the support of $\mu_{fc}$. We refer to, e.g., Ref. 2 for further results on the regularity of the free convolution measure.

### B. Assumptions

In this section, we define the model (1.1) in detail and list our main assumptions.

#### 1. Definition of the model

**Definition 2.1.** Let $W$ be an $N \times N$ random matrix, whose entries, $(w_{ij})$, are independent, up to the symmetry constraint $w_{ij} = \overline{w}_{ji}$, centered, complex random variables with variance $N^{-1}$ and subexponential decay, i.e.,

$$
\mathbb{P} \left( \sqrt{N} |w_{ij}| > x \right) \leq C_0 e^{-\theta x^\theta},
$$

for some positive constants $C_0$ and $\theta > 1$. In particular,

$$
\mathbb{E} w_{ij} = 0, \quad \mathbb{E} |w_{ij}|^p \leq C \frac{(\theta p)^{\theta p}}{N^{p/2}}, \quad (p \geq 3),
$$

and,

$$
\mathbb{E} w_{ii}^2 = \frac{1}{N}, \quad \mathbb{E} |w_{ij}|^2 = \frac{1}{N}, \quad \mathbb{E} w_{ij}^2 = 0, \quad (i \neq j).
$$

**Remark 2.2.** We remark that all our methods also apply to symmetric Wigner matrices, i.e., when $(w_{ij})$ are centered, real random variables with variance $N^{-1}$, and subexponential decay. In this case, (2.6) gets replaced by

$$
\mathbb{E} w_{ii}^2 = \frac{2}{N}, \quad \mathbb{E} w_{ij}^2 = \frac{1}{N}, \quad (i \neq j).
$$

Let $V = (v_i)$ be an $N \times N$ diagonal random matrix, whose entries $(v_i)$ are real, centered, i.i.d. random variables, independent of $W = (w_{ij})$, with law $\mu$. More assumptions on $\mu$ will be stated below. For $\lambda \in \mathbb{R}$, we consider the random matrix

$$
H = (h_{ij}) := \lambda V + W.
$$

In Sec. II B 3, we will choose $\mu$, such that $\text{supp } \mu = [-1, 1]$, but we observe that varying $\lambda$ is equivalent to changing the support of $\mu$.

We define the resolvent, or Green function, $G(z)$, and the averaged Green function, $m(z)$, of $H$ by

$$
G(z) = (G_{ij}(z)) := \frac{1}{\lambda V + W - z}, \quad m(z) := \frac{1}{N} \text{Tr } G(z), \quad z \in \mathbb{C}^+.
$$

Frequently, we abbreviate $G \equiv G(z)$, $m \equiv m(z)$, etc.

#### 2. Free convolution

Following the discussion in Subsection II A, we define $m_{fc}^{\lambda}$ as the solution to

$$
m_{fc}^{\lambda}(z) = \int \frac{d\mu(u)}{\lambda V - z - m_{fc}^{\lambda}(z)}, \quad z \in \mathbb{C}^+,
$$

with $\text{Im } m_{fc}^{\lambda}(z) \geq 0, z \in \mathbb{C}^+$. We denote by $\mu_{fc}^{\lambda}$ the corresponding probability measure. For simplicity, we discard the superscript $\lambda$ from our notation. Let us list some easy examples:

1. **Choosing $\mu = \delta_1**, one directly sees that $\mu_{fc}$ is a semicircle law of radius 2 centered at $\lambda$.

2. **For the choice $\mu = \frac{1}{2}(\delta_{-1} + \delta_1)**, (2.9) reduces to a cubic equation and the support of the measure $\mu_{fc}$ can be inferred from a simple analysis of the discriminant of that equation. As it turns out, the support of $\mu$ consists of a single interval for $\lambda \leq 1$ and of two intervals for
\[ \lambda > 1. \] For simplicity, we will exclude the possibility of \( \mu_k \) having support on several disjoint intervals in the following. However, some of our results can be generalized to this setting.

\textit{iii.} If \( \mu \) is the standard Gaussian measure, no closed expression for \( \mu_k \) exists, but the moments of \( \mu_k \) can be computed recursively; see Ref. 7. Moreover, the density of \( \mu_k \) is a smooth function with Gaussian tails. Although the Gaussian case is important, we will not deal with measures of unbounded support, but comment on the Gaussian case in Remarks 2.11 and 2.16.

3. Assumptions on \( \lambda, V \) and \( \mu \)

We state our assumptions on \( \mu \) the distributions of the entries \( (v_i) \) of \( V \). From now on, we choose \( \mu \) with \( \mu = \text{supp}[-1, 1] \). Depending on the size of the “perturbation” parameter \( \lambda \), we have to distinguish two cases: For \( |\lambda| \leq 1 \), we will assume the following:

\textbf{Assumption 2.3.} [Small \( \lambda \)] The entries of the diagonal matrix \( V = (v_i) \) are centered, real, i.i.d. random variables, independent of \( W = (w_{ij}) \). For \( |\lambda| \leq 1 \), we assume that the distribution of \( (v_i) \) has a continuous density \( \mu(v) \), such that \( \mu(v) > 0, v \in (-1, 1) \), and \( \mu(v) = 0, v \notin [-1, 1] \).

This assumption ensures that the deformed semicircle law \( \mu_k \) is supported on a single interval \([L_1, L_2] \), with a square root behaviour at the edges. More precisely, we have the following result:

\textbf{Lemma 2.4.} Let \( \lambda \leq 1 \) and assume that \( \mu \) satisfies Assumption 2.3. Then there are \(-\infty < L_1 < 0 < L_2 < \infty \), such that sup \( \mu_{c} = [L_1, L_2] \). Moreover, denoting by \( \kappa_E \) the distance to the endpoints of the support of \( \mu_{c} \), i.e.,

\[ \kappa_E := \min(|E - L_1|, |E - L_2|), \quad E \in \mathbb{R}, \] \hfill (2.10)

\[ \text{there exists } C \geq 1 \text{ such that} \]

\[ C^{-1} \sqrt{\kappa_E} \leq \mu_{c}(E) \leq C \sqrt{\kappa_E}, \quad E \in [L_1, L_2]. \] \hfill (2.11)

In a slightly different setting this lemma has been proven in Ref. 36; see also Refs. 5 and 31. In the Appendix we explain how to adopt the proof in Ref. 36 to our setting.

\textbf{Remark 2.5.} Above, we have chosen \( \lambda \) to be independent of \( N \). However, we may choose \( \lambda = CN^{-d} \), for some constants \( C \) and \( d > 0 \). In this setting all our results hold true as well, in particular, in all the bounds one may simply replace \( \lambda \) by \( CN^{-d} \).

\textbf{Remark 2.6.} Determining the endpoints \( L_1 \) and \( L_2 \) of the support of \( \mu_{c} \), explicitly is, in general, not possible, since it involves solving an implicit equation. However, for \( \lambda \) sufficiently small, one can show that \( L_1 = -2\sqrt{1 + \lambda^2} + O(\lambda^3) \) and \( L_2 = 2\sqrt{1 + \lambda^2} + O(\lambda^3) \). Also the measure \( \mu_{c} \) is \( O(\lambda) \)-close to the semicircular measure of radius \( 2\sqrt{1 + \lambda^2} \) in an appropriate distance, but we refrain from going into the details of this “perturbative approach.”

For \( |\lambda| > 1 \), we have to strengthen the above assumptions, since the square root behaviour at the endpoint of the support of \( \mu_{c} \) may fail, for \( \lambda \) large enough. We call a probability measure \( \mu \) a \textit{Jacobi measure} if it is given by a density of the form

\[ \mu(v) = Z^{-1}(1 + v)^a(1 - v)^b d(v)1_{[-1, 1]}(v), \] \hfill (2.12)

where \( d \in C^1([-1, 1]) \), with \( d(v) > 0, v \in [-1, 1], -1 < a, b < \infty \), and \( Z \) a normalization constant.

We have the following result.

\textbf{Lemma 2.7.} Let \( \mu \) be a centered Jacobi measure; see (2.12). Then, for any \( \lambda \in \mathbb{R} \), there are \(-\infty < L_1 < 0 < L_2 < \infty \), such that sup \( \mu_{c} = [L_1, L_2] \). Moreover,

(1) for \(-1 < a, b \leq 1, \) for any \( \lambda \in \mathbb{R}, \) \( \mu_{c} \) has the square root behaviour (2.11);

(2) for \( 1 < a, b < \infty, \) there exists \( \lambda_1 \equiv \lambda_1(\mu) > 1 \) and \( \lambda_2 \equiv \lambda_2(\mu) > 1 \) such that,

(2a) for \( |\lambda| < \lambda_1, \) \( |\lambda| < \lambda_2, \) \( \mu_{c} \) has the square root behaviour at both endpoints;
(2b) for \(|\lambda| < \lambda_1, |\lambda| > \lambda_2, \mu_\mathcal{F}\) has the square root behaviour at the lower endpoint of the support (i.e., for \(E \in [L_1, 0]\)), but there is \(C \geq 1\), such that
\[
C^{-1}(L_2 - E)^b \leq \mu_\mathcal{F}(E) \leq C(L_2 - E)^b, \quad E \in [0, L_2].
\]
(2.13)

Analogous statements hold for \(|\lambda| \geq \lambda_1, |\lambda| < \lambda_2, \text{etc.}\)

The proof of the lemma is given in the Appendix.

For our methods to work, we have to exclude situation (2b) of Lemma 2.7. For \(|\lambda| > 1\), we will thus assume:

Assumption 2.8. [Large \(\lambda\)] The entries of the diagonal matrix \(V = (v_i)\) are centered, real, i.i.d. random variables, independent of \(W = (w_{ij})\). For \(|\lambda| > 1\), we assume that the distribution of the \((v_i)\) is given by a centered Jacobi measure, and \(\lambda\) and \(a, b\) are chosen as in (1) or (2a) of Lemma 2.7.

4. Notations and conventions

To state our main results, we need some more notations and conventions. For high probability estimates we use two parameters \(\xi \equiv \xi_N\) and \(\varphi \equiv \varphi_N\): We assume that
\[
a_0 < \xi \leq a_0 \log \log N, \quad \varphi = (\log N)^C,
\]
(2.14)

for some fixed constants \(a_0 > 2, a_0 \geq 10, C \geq 1\). These constants are chosen such that large deviation estimates in Lemma 3.5 hold. They only depend on \(\theta\) and \(C_0\) in (2.4) and will be kept fixed in the following.

Definition 2.9. For \(\nu > 0\), we say an event \(\Omega\) has \((\xi, \nu)\)-high probability, if
\[
\mathbb{P}(\Omega^c) \leq e^{-\nu \log N^\xi},
\]
(2.15)

for \(N\) sufficiently large.

Similarly, for a given event \(\Omega_0\) we say an event \(\Omega\) holds with \((\xi, \nu)\)-high probability on \(\Omega_0\), if
\[
\mathbb{P}(\Omega_0 \cap \Omega^c) \leq e^{-\nu \log N^\xi},
\]
for \(N\) sufficiently large.

For brevity, we occasionally say an event holds with high probability, when we mean \((\xi, \nu)\)-high probability. We do not keep track of the explicit value of \(\nu\) in the following, allowing \(\nu\) to decrease from line to line such that \(\nu > 0\). From our proof it becomes apparent that such reductions occur only finitely many times.

We use the symbols \(\mathcal{O}(\cdot)\) and \(o(\cdot)\) for the standard big-O and little-o notation. The notations \(\mathcal{O}, o, \ll, \gg\), usually refer to the limit \(N \to \infty\). Here \(a \ll b\) means \(a = o(b)\). We use \(c\) and \(C\) to denote positive constants that do not depend on \(N\). Their value may change from line to line. Finally, we write \(a \sim b\), if there is \(C \geq 1\) such that \(C^{-1}|b| \leq |a| \leq C|b|\), and, occasionally, we write for \(N\)-dependent quantities \(a_N \lesssim b_N\), if there exist constants \(C, c > 0\) such that \(|a_N| \leq C(\varphi_N)^{x_2}|b_N|\).

C. Results

In this subsection we state our main results. The presentation of our results follows the one mentioned in Ref. 12.

Since we choose the measure \(\mu\) to be centered, we may assume that \(\lambda \geq 0\), without loss of generality in the following. Fix some \(\lambda_0 > 0\), then we assume that the perturbation parameter \(\lambda\) is in the domain
\[
\mathcal{D}_{\lambda_0} := \{\lambda \in \mathbb{R}^+ : \lambda \leq \lambda_0\}.
\]
(2.15)

Here \(\lambda_0\) is an arbitrary constant, but recall that in case \(\lambda_0 > 1\), Assumption 2.8 may not be satisfied for \(a, b > 1\).
We define the spectral parameter $z = E + i\eta$, with $E \in \mathbb{R}$ and $\eta > 0$. Let $E_0 \geq 3 + \lambda_0$ and define the domain
\[
\mathcal{D}_L := \{ z = E + i\eta \in \mathbb{C} : |E| \leq E_0, (\psi_N)^{1/2} \leq N\eta \leq 3N \},
\]
with $L \equiv L(N)$, such that $L \geq 12\xi$. Here, we chose $E_0$ bigger than $3 + \lambda$, since we know that the spectrum of $W$ lies in the set $\{ E \in \mathbb{R} : |E| \leq 3 \}$ with high probability. Thus spectral perturbation theory implies that the spectrum of $H$ is contained in $\{ E \in \mathbb{R} : |E| \leq 3 + \lambda \}$, with high probability.

Recall the definition of $\kappa_E$, the distance to the endpoints of the support of $\mu_{\xi}$, in (2.10). In the following, we often abbreviate $\kappa \equiv \kappa_E$.

1. Local laws

**Theorem 2.10.** [Strong local law] Let $H = \lambda V + W$, where $W$ satisfies the assumptions in Definition 2.1 and $\lambda V$ satisfies Assumption 2.3 or 2.8. Let
\[
\xi = \frac{A_0 + o(1)}{2} \log \log N.
\]

Then there are constants $\nu > 0$ and $c_1$, depending on the constants $\theta$ and $C_0$ in (2.4), $\lambda_0$ in (2.15), $E_0$ in (2.16), $A_0$ in (2.17), and the measure $\mu$, such that for $L \geq 40\xi$, the events
\[
\bigcap_{z \in \mathcal{D}_L} \left[ \left| m(z) - m_{\kappa}(z) \right| \leq (\psi_N)^{1/2} \left( \frac{\lambda^{1/2}}{N^{1/4}}, \frac{\lambda}{\sqrt{\kappa + \frac{1}{2}} \sqrt{N}} \right) + \frac{1}{N\eta} \right]
\]

and
\[
\bigcap_{z \in \mathcal{D}_L \setminus \mathcal{D}_0} \left[ \max_{i \neq j} |G_{ij}(z)| \leq (\psi_N)^{1/2} \left( \frac{\text{Im} m_{\kappa}(z)}{N\eta} + \frac{1}{N\eta} \right) \right]
\]
both have $(\xi, \nu)$-high probability.

**Remark 2.11.** If we choose the entries of $V = (v_i)$ to be independent standard Gaussian random variables, we have the following result: Under the same assumptions as in Theorem 2.10 (except Assumption 2.3 or 2.8) and with similar constants, the events
\[
\bigcap_{z \in \mathcal{D}_L} \left[ \left| m(z) - m_{\kappa}(z) \right| \leq (\psi_N)^{1/2} \left( \frac{\lambda}{\sqrt{N}} + \frac{1}{N\eta} \right) \right]
\]

and
\[
\bigcap_{z \in \mathcal{D}_L \setminus \mathcal{D}_0} \left[ \max_{i \neq j} |G_{ij}(z)| \leq (\psi_N)^{1/2} \left( \frac{\text{Im} m_{\kappa}(z)}{N\eta} + \frac{1}{N\eta} \right) \right]
\]
both have $(\xi, \nu)$-high probability. Note, however, that the result only applies to the compact domain $\mathcal{D}_L$ of the spectral parameter $z$ (i.e., for some fixed $E_0$), but the limiting spectrum of $H = \lambda V + W$ has unbounded support. The proof of the estimates (2.20) and (2.21) is similar to the proof of Theorem 2.10 and we refrain from stating it explicitly.

For $\lambda = 0$, we have $m_{\kappa} = m_{\kappa_{\lambda}}$, where $m_{\kappa_{\lambda}}$ is the Stieltjes transform of the standard semicircle law. In this case stronger estimates have been obtained; see, e.g., Ref. 11. Roughly speaking, in this
situations we have the high probability bounds

$$|m(z) - m_{sc}(z)| \lesssim \frac{1}{N \eta} \quad \text{and} \quad |G_{ij}(z) - \delta_{ij} m(z)| \lesssim \sqrt{\frac{\text{Im} m_{sc}(z)}{N \eta}} + \frac{1}{N \eta}, \quad (\lambda = 0),$$

(2.22)

(up to logarithmic corrections), within the range of admitted parameters.

This suggests that the bound on $G_{ij}(z)$, $i \neq j$, in (2.19) is optimal. However, for $\lambda \neq 0$, $G_{ii}(z)$ strongly depends on $v_i$, $i \in \{1, \ldots, N\}$, and the diagonal resolvent entries do not concentrate round their mean $m(z)$. This becomes apparent from Schur’s complement formula (see, e.g., (3.17)) and one easily establishes that $|G_{ii}(z) - m(z)| \leq C_L + o(1)$, with high probability.

Comparing the estimate on $m - m_{fc}$ in (2.18) with the corresponding estimate in (2.22), one may suspect that the leading correction terms in (2.18) stem from fluctuations of the random variables $(v_i)$. The next theorem asserts that this is indeed true, at least in the bulk of the spectrum: There are random variables, $\xi_0 \equiv \xi_0(z)$, which depend on the random variables $(v_i)$, but are independent of the random variables $(w_{ij})$, such that $|m(z) - m_{fc}(z) - \xi_0(z)| \lesssim (N \eta)^{-1}$ with high probability in the bulk of the spectrum; see (2.23). Concerning the spectral edge, we remark that the estimate in (2.18) is optimal for $\lambda \ll N^{-1/6}$, but it is not known whether $\lambda^{1/2}N^{-1/4}$ is the optimal rate for $\lambda \gg N^{-1/6}$.

To state our next result, we define the domain

$$B_L := D_L \cap \{z = E + i \eta \in \mathbb{C} : \sqrt{\kappa_E + \eta} \geq (\varphi_N)^{2/3} N^{-1/4}\}. $$

We have the following result:

**Theorem 2.12.** Let $H = \lambda V + W$, where $W$ satisfies the assumptions in Definition 2.1 and $\lambda V$ satisfies Assumption 2.3 or 2.8. Then, for any $z \in D_L$, $\lambda \in D_{\lambda_0}$, there exist random variables $\xi_0(z) \equiv \xi_0^N(z)$, depending only on $(v_i)$ such that, with the same constants as in Theorem 2.10, the event

$$\bigcap_{z \in B_L} \lambda \in D_{\lambda_0} \left\{ \left| m(z) - m_{fc}(z) - \xi_0(z) \right| \leq (\varphi_N)^{2/3} \frac{1}{N \eta} \right\}$$

(2.23)

has $(\xi, \nu)$-high probability. The random variables $\xi_0(z)$ have the following property: The event

$$\bigcap_{z \in D_L} \lambda \in D_{\lambda_0} \left\{ \left| \xi_0(z) \right| \leq (\varphi_N)^{2/3} \min \left\{ \frac{\lambda^{1/2}}{N^{1/4}}, \frac{\lambda}{\sqrt{\kappa + \eta}} \frac{1}{\sqrt{N}} \right\} \right\}$$

(2.24)

has $(\xi, \nu)$-high probability.

**Remark 2.13.** The estimates in (2.23) and (2.24) need some explanation: Choosing $E$ in the bulk of the spectrum, i.e., $\kappa_E \geq \kappa$, for some $\kappa > 0$, we have

$$|m(z) - m_{fc}(z) - \xi_0(z)| \leq (\varphi_N)^{2/3} \frac{1}{N \eta}, \quad |m(z) - m_{fc}(z)| \leq (\varphi_N)^{2/3} \left(\frac{\lambda}{\sqrt{N}} + \frac{1}{N \eta}\right),$$

(2.25)

with high probability and the estimate seems to be optimal. In particular, on microscopic scales, $\eta \ll N^{-1/2}$, the local fluctuations stem from the Wigner matrix $W$, whereas on intermediate scales, $\eta \sim N^{-1/2}$, the fluctuations due to the Wigner matrix are of the same size as the fluctuations due to the diagonal matrix $V$. Finally, on macroscopic scales, $\eta \sim 1$, the fluctuations are dominated by the matrix $V$. 

This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to IP: 143.248.118.122 On: Tue, 21 Jan 2014 07:44:05
Remark 2.14. The random variable $\zeta_0 \equiv \zeta_0(z)$ is defined as the solution to a quadratic equation; see (5.2) below. In the bulk of the spectrum, we can approximate $\zeta_0$ by

$$
\tilde{\zeta}_0(z) := \left(1 - \int \frac{d\mu(v)}{(\lambda v - z - m_{fc}(z))^2} \right)^{-1} \left( \frac{1}{N} \sum_{i=1}^{N} \frac{1}{\lambda v_i - z - m_{fc}(z)} - \int \frac{d\mu(v)}{\lambda v - z - m_{fc}(z)} \right), \quad z \in D_L,
$$

that only depends on $(v_i)$. Note that $\tilde{\zeta}_0(z)$ embodies, up to a deterministic ($z$-dependent) prefactor, the expected fluctuation corresponding to the $\lambda N^{-1/2}$ term in (2.18). For $K \geq \infty$, for some fixed $\kappa > 0$, we will argue in Subsection VI B 1, that $|\zeta_0(z) - \tilde{\zeta}_0(z)| \ll (N\kappa)^{-1}$ and we may thus replace $\zeta_0$ in (2.25) by $\tilde{\zeta}_0$ without changing the bounds; cf. Lemma 6.3.

2. Eigenvector delocalization

Next, let $\mu_1 \leq \ldots \leq \mu_N$ denote the eigenvalues of $H = \lambda V + W$, and let $u_1, \ldots, u_N$ denote the associated eigenvectors. We use the notation $u_a = (u_a(i))_{i=1}^{N}$ for the vector components. All eigenvectors are $\ell^2$-normalized. The next theorem asserts that, with high probability, all eigenvectors of $H = \lambda V + W$ are completely delocalized:

Theorem 2.15. [Eigenvector delocalization] Assume that $H = \lambda V + W$ satisfies the assumptions in Definition 2.1 and Assumption 2.3 or 2.8. Then there is a constant $\nu > 0$, depending on $\theta$ and $C_0$ in (2.4), $\lambda_0$ in (2.15), $E_0$ in (2.16), $A_0$ in (2.17), and the measure $\mu$, such that, for any $\xi$ satisfying (2.14), we have

$$
\max_{1 \leq a \leq N} \left| u_a(i) \right| \leq \frac{(\varphi_N)^{4\xi}}{\sqrt{N}},
$$

with $(\xi, \nu)$-high probability.

Remark 2.16. In case the entries of $V = (v_i)$ are independent Gaussian random variables, the situation is more subtle. For any finite $E_0$, there exists a constant $c_{E_0}$, independent of $N$, and a constant $\nu$, depending on $A_0$, $E_0$, $\theta$, and $C_0$, such that, for any $\xi$ satisfying (2.14), the following holds: Let $\alpha \in \{1, \ldots, N\}$ be such that the eigenvalue $\mu_\alpha$ satisfies $|\mu_\alpha| \leq E_0$. Then we have

$$
\max_{1 \leq i \leq N} \left| u_\alpha(i) \right| \leq c_{E_0} \frac{(\varphi_N)^{4\xi}}{\sqrt{N}},
$$

with $(\xi, \nu)$-high probability. However, $c_{E_0} \to \infty$ and $\nu \to 0$, as $E_0 \to \infty$.

3. Density of states

Next, we state our main results about the local density of states of $H = \lambda V + W$. For $E_1 < E_2$, we define the counting functions

$$
n(E_1, E_2) := \frac{1}{N} \left| \{ \alpha : E_1 < \mu_\alpha \leq E_2 \} \right|, \quad n_{fc}(E_1, E_2) := \int_{E_1}^{E_2} dx \rho_{fc}(x),
$$

where we denote by $\rho_{fc}$ the density of the free convolution measure $\mu_{fc}$.

Theorem 2.17. [Local density of states] Let $H = \lambda V + W$, where $W$ satisfies the assumptions in Definition 2.1 and $\lambda V$ satisfies Assumption 2.3 or 2.8. Let $\xi$ satisfy (2.17). Then there are constants $\nu > 0$ and $c$, depending on $\theta$ and $C_0$ in (2.4), $\lambda_0$ in (2.15), $E_0$ in (2.16), $A_0$ in (2.17), and the measure $\mu$, such that, for $L \geq 40\xi$, the following holds: For any $E_1, E_2$, satisfying $-E_0 \leq E_1 < E_2 \leq E_0$, $E_2 > E_1 + (\varphi_N)^{2N^{-1}}$, and any $\lambda \in D_{2\nu}$, the estimate

$$
|n(E_1, E_2) - n_{fc}(E_1, E_2)| \leq (\varphi_N)^{4\xi} \left( \frac{1}{N} + \frac{\lambda(E_2 - E_1)}{\sqrt{\kappa} + (E_2 - E_1)\sqrt{N}} \right),
$$

holds with $(\xi, \nu)$-high probability.
Moreover, let \( \kappa > 0 \). Then, there exists a constant \( C_\kappa \), depending only on \( \kappa \), such that, for any \( E_1, E_2, \) satisfying \( L_1 + \kappa \leq E_1 < E_2 \leq L_2 - \kappa, \) and any \( \lambda \in \mathcal{D}_{N_\lambda} \), the estimate
\[
|n(E_1, E_2) - n_{fc}(E_1, E_2)| \leq C_\kappa(\varphi_\kappa)^{\sqrt{N}} \left( \frac{1}{N} + \frac{\lambda^2(E_2 - E_1)^2}{\sqrt{N}} \right),
\]
holds with \((\xi, \nu)\)-high probability.

We remark, however, that the estimate in (2.30) deteriorates at the edge: \( C_\kappa \to \infty \), as \( \kappa \to 0 \).

4. Rigidity of eigenvalue spacing

Recall that we denote by \( \mu_1 \leq \mu_2 \leq \ldots \leq \mu_N \) the eigenvalues of \( H = \lambda V + W \). The estimates on the density of states in Theorem 2.17 imply the following result on the rigidity of eigenvalue spacing, which establishes the relation between \( |\mu_i - \mu_j| \) and \( |i - j| \).

**Theorem 2.18.** Assume that \( H = \lambda V + W \) satisfies the assumptions in Definition 2.1 and Assumption 2.3 or 2.8. Consider \( \mu_i < \mu_j \), with \( i \geq \epsilon N \) and \( j \leq (1 - \epsilon)N, \) for some constant \( \epsilon > 0 \). Assume that \( |i - j| \geq (\varphi_\kappa)^{\kappa/e} \), for some constant \( C > C_\kappa \) where \( C \) is the constant in (2.30). Then, there exist constants \( C_1, C_2 \), depending only on \( \epsilon \), max \( \{ \rho_\epsilon(x): \mu_i \leq x \leq \mu_j \} \) and min \( \{ \rho_\epsilon(x): \mu_i \leq x \leq \mu_j \} \), such that the following holds: For \( \xi \) and \( \nu > 0 \), as in Theorem 2.17, the estimate
\[
C_1 \frac{|i - j|}{N} \leq |\mu_i - \mu_j| \leq C_2 \frac{|i - j|}{N} ,
\]
holds with \((\xi, \nu)\)-high probability, for all \( \lambda \in \mathcal{D}_{N_\lambda} \). If we assume further that \( |i - j| \leq (\varphi_\kappa)^{\kappa/e} N^{3/4} \), for some constant \( c > 0 \), then there exists a constant \( K \) such that
\[
|\mu_i - \mu_j| - \frac{|i - j|}{N\rho_{fc}(\mu_i)} \leq (\varphi_\kappa)^{\kappa/e} \frac{1}{N} ,
\]
with \((\xi, \nu)\)-high probability, for all \( \lambda \in \mathcal{D}_{N_\lambda} \).

**Remark 2.19.** The estimate in (2.31) can be extended to \( |i - j| \leq (\varphi_\kappa)^{-c/e} N^{3/4} \) in the following sense: There exists a constant \( K \) such that, for some \( \mu'_i \in [\mu_i, \mu_j] \),
\[
|\mu_i - \mu_j| - \frac{|i - j|}{N\rho_{fc}(\mu'_i)} \leq (\varphi_\kappa)^{\kappa/e} \frac{1}{N} ,
\]
with \((\xi, \nu)\)-high probability. The estimate (2.32) easily follows from the proof of Theorem 2.18.

5. Integrated density of states and rigidity of eigenvalues

Define the integrated density of states by
\[
n(E) := \frac{1}{N} |\{ \alpha : \mu_\alpha \leq E \}| .
\]
Similarly, we set
\[
n_{fc}(E) := \int_{-\infty}^{E} \rho_{fc}(x) \, dx ,
\]
where \( \rho_{fc} \) denotes the density of the free convolution measure \( \mu_{fc} \). Then we have the following result:

**Theorem 2.20.** Let \( H = \lambda V + W \), where \( W \) satisfies the assumptions in Definition 2.1 and \( \lambda V \) satisfies Assumption 2.3 or 2.8. Let \( \xi \) satisfy (2.17). Then there are constants \( \nu > 0 \) and \( c \), depending on the constants \( \theta \) and \( C_0 \) in (2.4), \( \lambda_0 \) in (2.15), \( E_0 \) in (2.16), \( A_0 \) in (2.17), and the measure \( \mu \), such
that the event
\[
\bigcap_{E \in [-E_0, E_0] \setminus \lambda \in D_{\alpha_0}} \left\{ |n(E) - n_{fc}(E)| \leq (\varphi_N)^{\xi}(\frac{1}{N} + \frac{\lambda^{3/2}}{N^{3/4}} + \frac{\lambda N^{-1/6}}{N} + \frac{\lambda^{4/5}}{N}) \right\},
\]
has $(\xi, \nu)$-high probability.

Our last result concerns the rigidity of the eigenvalue location. We define the “classical” location of the eigenvalue $\mu_\alpha$ of $H$, $\gamma_\alpha$, by
\[
\int_{-\infty}^{\gamma_\alpha} \rho_{fc}(x) \mathrm{d}x = \frac{\alpha}{N}, \quad \alpha \in \{1, \ldots, N\},
\]
where $\rho_{fc}$ is the density of the free convolution measure $\mu_{fc}$.

**Theorem 2.21.** Let $H = \lambda V + W$, where $W$ satisfies the assumptions in Definition 2.1 and $\lambda V$ satisfies Assumption 2.3 or 2.8. Let $\xi$ satisfy (2.17). Then there are constants $v > 0$ and $c$, depending on the constants $\theta$ and $C_0$ in (2.4), $E_0$ in (2.15), $A_0$ in (2.17), and the measure $\mu$, such that
\[
|\mu_\alpha - \gamma_\alpha| \leq (\varphi_N)^{\xi}\left(N^{-2/3}[\bar{\alpha}^{-1/3} + 1 (\bar{\alpha} \leq (\varphi_N)^{\xi}(1 + \lambda^{3/2} N^{1/4})] + \lambda^2 N^{-1/3} \bar{\alpha}^{-2/3} + \lambda N^{-1/2}\right),
\]
with $(\xi, \nu)$-high probability, for all $\lambda \in D_{\alpha_0}$, where we have abbreviated $\bar{\alpha} := \min(\alpha, N - \alpha)$.

**Remark 2.22.** Let us compare this rigidity result with the corresponding rigidity result for Wigner matrices ($\lambda = 0$): In the bulk of the spectrum, where $\alpha \sim N$, we obtain from (2.34),
\[
|\mu_\alpha - \gamma_\alpha| \leq (\varphi_N)^{\xi}\left(\frac{1 + C\lambda}{N} + \frac{\lambda}{\sqrt{N}}\right),
\]
with $(\xi, \nu)$-high probability. Thus, for $\lambda \neq 0$, the leading corrections in the rigidity estimate arise from fluctuations in the diagonal matrix $V$, and the eigenvalues do not satisfy as strong a rigidity estimate for their locations as in the Wigner case; see, e.g., Refs. 16, 17, 19, and 20. However, the eigenvalues satisfy a strong rigidity estimate on intermediate scales for their relative position or their spacing; see Theorem 2.18 above. For $\lambda = 0$, the rigidity of eigenvalue spacing is an immediate consequence of the rigidity of eigenvalue location.

**Remark 2.23.** For $\lambda = 0$, the model is known to exhibit bulk universality, (see, e.g., Refs. 19–22, and 23), and it is easy to see that bulk universality holds true for the choice $\lambda = CN^{-\delta}$, with $\delta \geq 1/2$. In case $W$ is a GUE matrix, bulk universality has been proved to hold for $\lambda$ order one; see Ref. 35.

A corner stone in the proof of bulk universality for Wigner matrices in, e.g., Ref. 24, is the rigidity estimate
\[
\frac{1}{N} \sum_{\alpha=1}^{N} \mathbb{E} |\mu_\alpha - \gamma_\alpha|^2 \leq C N^{-1-2\alpha}, \quad (\lambda = 0),
\]
for some $\alpha > 0$, where $(\mu_\alpha)$ are the eigenvalues of $W$ and $(\gamma_\alpha)$ are the classical locations of the eigenvalues (with respect to the standard semicircle law). For $\lambda \neq 0$, one can show that (2.34) implies
\[
\frac{1}{N} \sum_{\alpha=1}^{N} \mathbb{E} |\mu_\alpha - \gamma_\alpha|^2 \leq C(\varphi_N)^{\xi}\lambda^2 N^{-1} + C N^{-1-2\alpha},
\]
for some constants $C$, $c$, and $\alpha > 0$, where now $(\gamma_\alpha)$ denote the classical locations with respect to the deformed semicircle law. For $\lambda = CN^{-\delta}$, with $\delta > 0$, it is thus conceivable that one can prove bulk universality following the lines of, e.g., Ref. 24, using local ergodicity of Dyson Brownian motion and Green function comparison. Note that for $\lambda \ll 1$, the limiting eigenvalue distribution of $H$ is
the semicircle law. For λ order one, the proof of Ref. 24 seems not to be applicable without greater modifications.

**Remark 2.24.** When V is a deterministic instead of a random diagonal matrix, one can still prove the results in this paper, provided that the limiting density of the eigenvalues of V satisfies the required assumptions. Moreover, when V is symmetric and W is GUE or GOE, it is possible to prove the same results after diagonalizing λV + W, due to the invariance of GUE (GOE) under unitary (orthogonal) conjugation; some knowledge on the convergence of empirical eigenvalue distribution is required, e.g., the analogue statement to (3.35) below. The extension to the more general case where V is non-diagonal and W is a general Wigner matrix requires a further investigation; the usual Lindeberg replacement strategy using moment matching conditions (e.g., Ref. 37) may not be sufficient, because the statements in this paper are stronger than those one gets from the moment matching conditions in the sense that the former hold with high probability while the latter hold after taking expectation.

**D. Outline of proofs**

In this subsection, we briefly outline the proofs of the main results.

In Sec. III, we derive a weak local deformed semicircle law, Theorem 3.1. Following the lines of Ref. 12 we derive a (weak) self-consistent equation for m − m_{fc}. The main differences with the Wigner case are: (1) The limiting eigenvalue distribution follows the deformed semicircle law instead of the semicircle law. For Wigner matrices, the stability of this self-consistent equation is obtained by elementary calculus using the exact form of m_{fc}. For the deformed model, the stability of the self-consistent equation (3.33) follows from the (μ- and λ-dependent) stability estimate (3.5). (2) When taking the normalized trace of the Green function, we average over the random variables (v_i); see (3.34). Eventually, we replace this average by its expected value. This replacement results in an error term that is, according to the CLT, of order λN^{-1/2} (up to logarithmic corrections); see (3.35). These fluctuations should be compared with the other error terms. Among those error terms the dominating one, the Z_i defined in (3.15), is of order (Nη)^{-1/2}. Since z ∈ D_L, we can combine the error terms and our estimates in Theorem 3.1 are the same as the corresponding estimates in Ref. 12. However, due to the order one diagonal entries (v_i), G_{ii} is not self-averaging. In Sec. III, we also prove Theorem 2.15: Delocalization of eigenvectors can be obtained from Ref. 22 as a corollary of the local deformed semicircle law, Theorem 2.10.

In Sec. IV, we prove the fluctuation average bound |1/2 ∑_i Z_i| ≤ (Nη)^{-1}; see Lemma 4.1. The proof of this lemma is inspired by Erdős et al.,^14 where more general fluctuation averages are considered for Wigner and random band matrices. Our treatment is in so far different as fluctuations of (diagonal elements of) Green functions are not self-averaging. Having established an optimal error bound on the average of (Z_i), we have to keep track of the (η-dependent) λN^{-1/2} fluctuation from the CLT alluded to above ((Nη)^{-1} cannot be compared with λN^{-1/2} on D_L). As in Ref. 22, we obtain a (strong) self-consistent equation, Eq. (4.35), whose stability analysis yields a proof of the strong local deformed semicircle law.

In Sec. V, we prove Theorem 2.12. In (5.2), we define a random variable ζ_0, depending only on (v_i), such that |m(z) − m_{fc}(z) − ζ_0(z)| is minimized. This can be achieved by defining ζ_0 as the solution to the strong self-consistent equation with all error terms but the ones depending only on (v_i) discarded. Defining ζ_0 in this way yields an optimal bound on |m(z) − m_{fc} − ζ_0(z)| away from the spectral edges, or more precisely, for energies E satisfying k_E ≥ N^{-1/4}.

In Sec. VI A, we establish, using the Helffer-Sjöstrand formula in the argument in Ref. 15, estimates on the density of states and the rigidity of eigenvalues. Using the results obtained in Sec. V on ζ_0, we obtain in Sec. VI B estimates on the rigidity of the eigenvalue spacing on intermediate scales in the bulk of the spectrum. More precisely, in the bulk of the spectrum we approximate ζ_0(z) by ˜ζ_0(z); see Remark 2.14 above for a definition. In Lemma 6.4, we show that the z-dependent random variables ˜ζ_0(E + inη), for fixed η, a slowly varying function of E in the bulk of the spectrum. This in turn can be used to get more precise estimates on the density of states in the bulk of the spectrum; see (2.30). In Sec. VI C, we prove Theorem 2.18, based on results on the local density of
states. Using once more the random variables $\tilde{\zeta}_0$, one can obtain stronger estimates on the eigenvalue spacing in the bulk of the spectrum; see (2.32). Following Ref. 12, we prove Theorems 2.20 and 2.21 in Sec. VI D.

In the Appendix, we discuss properties of the deformed semicircular law, $\mu_{fc}$, in particular, we prove Lemma 2.4 ($\lambda \leq 1$), Lemma 2.7 ($\lambda > 1$). In a slightly different setting Lemma 2.4 has been proven in Ref. 35, but we recall parts the proof, since it is used in the proof of Lemma 2.7. The first part of Lemma 2.7, can be proved in a similar way, but we have to impose some stronger assumptions on $\mu$; cf. (A6). The second part of Lemma 2.7 shows that the deformed semicircle law may not have a square root behaviour at the edge. Our proof is based on elementary estimates, but we expect that the statement can be proven using methods of complex analysis.

III. WEAK DEFORMED SEMICIRCLE LAW

In this section, we prove a weaker form of the deformed semicircle law. This weak deformed semicircle law will be used to prove the strong deformed law in Theorem 2.10. Moreover, complete delocalization of eigenvectors is a direct consequence of the weak law stated in the next theorem.

**Theorem 3.1.** [Weak deformed semicircle law] Let $H = \lambda V + W$ satisfy the assumptions in Definition 2.1 and Assumption 2.3 or 2.8. Then there are constants $C$, $v > 0$, depending on the constants $\theta$ and $C_0$ in (2.4), $\lambda_0$ in (2.15), $E_0$ in (2.16), $A_0$ in (2.17), and the measure $\mu$, such that, for $a_0 \leq \xi \leq A_0 \log \log N$, $L \geq 12\xi$,

\[
\bigcap_{z \in D_L} \{ \max_{i \neq j} |G_{ij}(z)| \leq \frac{C (\phi_N)^k}{\sqrt{N \eta}} \},
\]

(3.1)

has $(\xi, v)$-high probability.

Denote by $E^v_i$, the expectation with respect to the random variable $v_i$, $i \in \{1, \ldots, N\}$. Then the event

\[
\bigcap_{z \in D_L} \{ \max_{1 \leq i \leq N} |E^v_i G_{ii}(z) - m(z)| \leq C (\phi_N)^k \left( \frac{\lambda}{\sqrt{N}} + \frac{1}{(N \eta)^{1/3}} \right) \},
\]

(3.2)

has $(\xi, v)$-high probability.

Moreover, we have the weak local deformed semicircle law: The event

\[
\bigcap_{z \in D_L} \{ |m(z) - m_{fc}(z)| \leq C \frac{(\phi_N)^k}{(N \eta)^{1/3}} \},
\]

(3.3)

has $(\xi, v)$-high probability.

The rest of the section is devoted to the proof of Theorems 3.1 and 2.15. The proof follows closely the proof for Wigner matrices; see Refs. 12 and 24. We will always assume that $W$ satisfies the assumptions in Definition 2.1 and that $\lambda V$ satisfies Assumption 2.3 or 2.8.

A. Preliminaries

1. Some properties of $\mu_{fc}$ and $m_{fc}$

The next lemma collects some useful properties of $m_{fc}$ under Assumptions 2.3 or 2.8.
Lemma 3.2. There exist $L_1 < L_2$ such that the free convolution measure $\mu_f$ has support $[L_1, L_2]$. For all $z = E + i\eta \in \mathcal{D}_L$, $\lambda \in \mathcal{D}_{\lambda_0}$, the Stieltjes transform, $m_{fc}$, of $\mu_f$ has the following properties:

i. Let $\kappa := \min(|E - L_1|, |E - L_2|)$, then

$$\text{Im} \ m_{fc}(z) \sim \begin{cases} \frac{\sqrt{\kappa + \eta}}{\sqrt{\kappa - \eta}}, & E \in [L_1, L_2] \ , \\
\frac{\sqrt{\kappa - \eta}}{\sqrt{\kappa + \eta}}, & E \in [L_2, L_1]^c . \end{cases} \quad (3.4)$$

ii. There exist constants $C, c > 0$, depending on $\mu, E_0$ and $\lambda_0$, such that

$$c \leq |\lambda - z - m_{fc}(z)| \leq C. \quad (3.5)$$

We refer to (3.5) as “stability bound” and remark that a similar condition has already been used in Ref. 36. The proof of Lemma 3.2 is given in the Appendix.

2. Minors

Definition 3.3. Let $\mathbb{T} \subset \{1, \ldots, N\}$. Then we define $H^{(\mathbb{T})}$ as the $(N - |\mathbb{T}|) \times (N - |\mathbb{T}|)$ minor of $H$ obtained by removing all columns and rows of $H$ indexed by $i \in \mathbb{T}$. Note that we do not change the names of the indices of $H$ when defining $H^{(\mathbb{T})}$. More specifically, we define an operation $\pi_i, i \in \{1, \ldots, N\}$, on the probability space by

$$(\pi_i(H))_{kl} := \mathbb{1}(k \neq i)\mathbb{1}(l \neq i)h_{kl}. \quad (3.4)$$

Then, for $\mathbb{T} \subset \{1, \ldots, N\}$, we set $\pi_\mathbb{T} := \prod_{i \in \mathbb{T}} \pi_i$ and define

$$H^{(\mathbb{T})} := ((\pi_\mathbb{T}(H))_{ij}, j \notin \mathbb{T}).$$

The Green functions $G^{(\mathbb{T})}$, are defined in an obvious way using $H^{(\mathbb{T})}$. Moreover, we use the shorthand notation

$$\sum_{\mathbb{T}} := \sum_{\left\{ \begin{array}{c} \mathbb{N} \\
\mathbb{T} \end{array} \right\} \cup \{i\} , \quad (3.5)$$

and abbreviate $(i) = (\{i\})$ and, similarly, $(\mathbb{T} i) = (\mathbb{T} \cup \{i\})$. Finally, we set

$$m^{(\mathbb{T})} := \frac{1}{N} \sum_{\mathbb{T}} G^{(\mathbb{T})}_{ii} . \quad (3.6)$$

Here, we use the normalization $N^{-1}$, instead $(N - |\mathbb{T}|)^{-1}$, since it is more convenient for our computations.

3. Resolvent identities

The next lemma collects the main identities between resolvent matrix elements of $H$ and $H^{(\mathbb{T})}$.

Lemma 3.4. Let $H$ be an $N \times N$ matrix. Consider the Green function $G(z) \equiv G := (H - z)^{-1}$, $z \in \mathbb{C}^+$. Then, for $i, j, k \in \{1, \ldots, N\}$, the following identities hold:

- **Schur complement/Feshbach formula:** For any $i$,

$$G_{ii} = \frac{1}{h_{ii} - z - \sum_{m,n}^{(i)} h_{im} G^{(i)}_{mn} h_{ni}} . \quad (3.6)$$

- For $i \neq j$,

$$G_{ij} = -G_{ii} G^{(i)}_{jj} (h_{ij} - \sum_{m,n}^{(i)} h_{im} G^{(i)}_{mn} h_{nj}) . \quad (3.7)$$
• For $i, j \neq k$,

$$G_{ij} = G_{ij}^{(k)} + \frac{G_{ik} G_{kj}}{G_{kk}}. \tag{3.8}$$

• Ward identity: For any $i$,

$$\sum_{n=1}^{N} |G_{in}|^2 = \frac{1}{\eta} \text{Im} G_{ii}, \tag{3.9}$$

where $\eta = \text{Im} z$.

For a proof we refer to, e.g., Ref. 12.

4. Large deviation estimates

We collect here some useful large deviation estimates for random variables with slowly decaying moments.

Lemma 3.5. Let $(a_i)$ and $(b_i)$ be centered and independent complex random variables with variance $\sigma^2$ and having subexponential decay

$$P (|a_i| \geq x \sigma) \leq C_0 e^{-x^{1/\theta}}, \quad P (|b_i| \geq x \sigma) \leq C_0 e^{-x^{1/\theta}}, \tag{3.10}$$

for some positive constant $C_0$ and $\theta > 1$. Let $A_i \in \mathbb{C}$ and $B_{ij} \in \mathbb{C}$. Then there exist constants $a_0 > 1$, $A_0 \geq 10$ and $C \geq 1$, depending on $\theta$ and $C_0$, such that for $0 \leq \xi \leq A_0 \log \log N$, and $\varphi_N = (\log N)^C$,

$$P \left( \left| \sum_{i=1}^{N} A_i a_i \right| \geq (\varphi_N)^{\xi} \sigma \left( \sum_{i=1}^{N} |A_i|^2 \right)^{1/2} \right) \leq e^{-\left( \log N \right)^{\xi}}, \tag{3.11}$$

$$P \left( \left| \sum_{i=1}^{N} \overline{a_i} B_{ii} a_i - \sum_{i=1}^{N} \sigma^2 B_{ii} \right| \geq (\varphi_N)^{\xi} \sigma^2 \left( \sum_{i=1}^{N} |B_{ii}|^2 \right)^{1/2} \right) \leq e^{-\left( \log N \right)^{\xi}}, \tag{3.12}$$

$$P \left( \left| \sum_{i \neq j} \overline{a_i} B_{ij} a_j \right| \geq (\varphi_N)^{\xi} \sigma^2 \left( \sum_{i \neq j} |B_{ij}|^2 \right)^{1/2} \right) \leq e^{-\left( \log N \right)^{\xi}}, \tag{3.13}$$

for $N$ sufficiently large.

We refer to Ref. 22 for a proof.

5. Schur complement formula

The proof of Theorem 3.1 starts with Schur’s formula

$$G_{ii} = \frac{1}{h_{ii} - z - \sum_{k \neq i}^{(i)} h_{ik} G_{kl}^{(i)} h_{li}}, \quad z \in \mathcal{D}_L, \tag{3.14}$$
where, for brevity, \( G_{ij} \equiv G_{ij}(z) \). Define \( E_i \) to be the partial expectation with respect to the \( i \)-th column/row of \( W \) and set
\[
Z_i := (1 - E_i) \sum_{k,l}^{(i)} h_{ik} G_{kl}^{(i)} h_{li} = \sum_{k,l}^{(i)} (h_{ik} G_{kl}^{(i)} h_{li} - \frac{1}{N} \delta_{kl} G_{kl}^{(i)})
\]
\[
= \sum_{k}^{(i)} (w_{ik}^2 - \frac{1}{N} G_{kk}^{(i)}) + \sum_{k \neq l}^{(i)} w_{ik} G_{kl}^{(i)} w_{li},
\]
(3.15)
here we used \( h_{ik} = w_{ik} + \lambda \delta_{ik} v_i \). For a family of random variables \((F_1, \ldots, F_N)\) we introduce the notation
\[
[F] := \frac{1}{N} \sum_{i=1}^{N} F_i.
\]
(3.16)
Recalling the definition \( m^{(i)} = \frac{1}{N} \text{Tr} G^{(i)} = \frac{1}{N} \sum_{k}^{(i)} G_{kk}^{(i)} \), we obtain from Eqs. (3.14) and (3.15)
\[
G_{ii} = \frac{1}{\lambda v_i + w_{ii} - z - m^{(i)} - Z_i} = \frac{1}{\lambda v_i - z - m_{fc} - (\nu - \nu_i)},
\]
(3.17)
where
\[
v_i := G_{ii} - m_{fc}, \quad \nu_i := w_{ii} - Z_i - (m^{(i)} - m).
\]
(3.18)
Note the difference between \( v_i \) and \( w_{ii} \): Since we assumed that the (rescaled) entries of \( W \) have subexponential decay, we have
\[
|w_{ij}| \leq C \frac{(\psi_N)^{\xi}}{\sqrt{N}},
\]
(3.19)
with \((\xi, \nu)\)-high probability, whereas \( v_i = O(1) \), almost surely.

**Lemma 3.6.** There is a constant \( C \) such that, for \( z \in \mathcal{D}_L, \lambda \in \mathcal{D}_{\lambda_0} \) and \( 1 \leq i \leq N \), we have
\[
|m(z) - m^{(i)}(z)| \leq \frac{C}{\bar{N} \eta}.
\]
(3.20)

**Proof.** The claim follows from Cauchy’s interlacing property of eigenvalues of \( H \) and its minor \( H^{(i)} \). For a detailed proof we refer to Ref. 11. \( \square \)

**B. A priori estimates on the domain \( \Omega(z) \)**

Define the \( z \)-dependent control quantities
\[
\Lambda_\sigma := \max_{i \neq j} |G_{ij}|, \quad \Lambda_d := \max_i |G_{ii}|, \quad \Lambda := |m - m_{fc}|,
\]
(3.21)
Note that these quantities also depend on \( \lambda \), but we do not display this dependence, since, as we shall see, uniformity in \( \lambda \) can always be achieved on the domain \( \mathcal{D}_{\lambda_0} \) using the stability bound (3.5).

For \( z \in \mathcal{D}_L \), we define an event \( \Omega(z) \) by
\[
\Omega(z) := \{\Lambda_\sigma \leq (\psi_N)^{-2\xi}\} \cap \{\Lambda \leq (\psi_N)^{-2\xi}\}.
\]
(3.22)
First, we check that we can bound the matrix elements of the Green function of the minor \( H^{(i)} \) in terms of the matrix elements of the Green function of \( H \).

**Lemma 3.7.** Let \( z \in \mathcal{D}_L, \lambda \in \mathcal{D}_{\lambda_0} \). Then there are constants \( C, c > 0 \) such that, for any \( \mathbb{T} \subset \{1, \ldots, N\} \) with \( |\mathbb{T}| \leq 10 \), the following statements hold with high probability on \( \Omega(z) \):
For any $i \not\in T$,
\[
c \leq |G_{ii}^{(T)}| \leq C.
\] (3.23)

For any $i, j \not\in T, i \neq j$,
\[
c \Lambda \leq |G_{ij}^{(T)}| \leq C \Lambda .
\] (3.24)

\[
|m - m^{(T)}| \leq C \Lambda^2.
\] (3.25)

Moreover, the constants $C$ and $c$ can be chosen uniformly in $z \in D_L, \lambda \in D_{\lambda_0}$.

**Proof.** Let $z \in D_L$ and $\lambda \in D_{\lambda_0}$. We will successively use (3.8), i.e.,
\[
G_{ij} - G_{ij}^{(k)} = G_{ik} G_{kj} G_{kk}.
\] (3.26)

Since we are working on $\Omega(z)$ we have $|G_{ij}| \leq \Lambda, \leq (\varphi_N)^{-2\xi}$, for $i \neq j$. Next, Eq. (3.17) yields
\[
\left|\frac{1}{G_{ii}}\right| = |z + m^{(i)} - \lambda v_i - w_{ii} - Z_i|.
\]

By the large deviation estimates (3.11) and (3.12), the Ward identity (3.9) and Inequality (3.20) we have
\[
|Z_i| \leq C(\varphi_N)\xi \left( \sum_{j,k} \left| G_{ij}^{(k)} \right|^2 \right)^{1/2} \leq C(\varphi_N)\xi \left( \frac{\text{Im} m^{(i)}}{N \eta} \right)^{1/2} \leq C(\varphi_N)\xi \left( \frac{\Lambda + \text{Im} m_{fc}}{N \eta} + C(\varphi_N)\xi \frac{1}{N \eta} \right),
\] (3.27)

with high probability on $\Omega(z)$. Since $\Lambda \leq (\varphi_N)^{-2\xi}$ on $\Omega(z)$ and since $N \eta \geq (\varphi_N)^{12\xi}$, we conclude that $|Z_i| = o(1)$, with high probability on $\Omega(z)$, for $z \in D_L$ and $\lambda \in D_{\lambda_0}$. Finally, since
\[
|m^{(i)}| = |m_{fc}| + O \left( \frac{1}{N \eta} + (\varphi_N)^{-2\xi} \right),
\]
on $\Omega(z)$, by (3.20), we find
\[
\left|\frac{1}{G_{ii}}\right| = |\lambda v_i - z - m_{fc}| + o(1),
\]

with high probability on $\Omega(z)$. This, together with the stability bound (3.5), proves the lower and upper bound on $G_{ii}$. Note that by (3.5), we can choose the upper and lower bound on $G_{ii}$ to be uniform in $\lambda \in D_{\lambda_0}, z \in D_L$.

Statements i–iii now follow by iterating (3.26). \hfill \Box

Next, we define the control parameter $\Psi(z)$, for $z \in D_L$, by
\[
\Psi(z) := (\varphi_N)\xi \left( \frac{\Lambda + \text{Im} m_{fc}}{N \eta} \right)^{1/2},
\] (3.28)

where $\Lambda = |m - m_{fc}|$. Again, we suppress the $\lambda$-dependence of $\Psi(z)$ from our notation. We will use $\Psi = \Psi(z)$ to bound various quantities in the following:
Lemma 3.8. Let \( z \in \mathcal{D}_L, \lambda \in \mathcal{D}_{\lambda_0} \). Then there is a constant \( C \) such that we have with \((\xi, \nu)\)-high probability on \( \Omega(z) \):

\[
\Lambda_\nu \leq C \Psi, \tag{3.29}
\]

\[
\max_i |Z_i| \leq C \Psi, \tag{3.30}
\]

\[
\max_i |\gamma_i| \leq C \Psi. \tag{3.31}
\]

The constant \( C \) can be chosen uniformly in \( z \in \mathcal{D}_L, \lambda \in \mathcal{D}_{\lambda_0} \).

Proof. We prove (3.29). Let \( i \neq j \), then by Eq. (3.7), the large deviation estimates of Lemma 3.5 and Inequality (3.19),

\[
|G_{ij}| \leq C(|w_{ij}| + \sum_{k,l} |w_{ik}G_{kl}^{(ij)}w_{lj}|) \leq C(\varphi_N)^{\frac{1}{\nu}} \left( \frac{1}{\sqrt{N}} + \sqrt{\frac{1}{N^2} \sum_{k,l} |G_{kl}^{(ij)}|^2} \right) \]

\[
= C(\varphi_N)^{\frac{1}{\nu}} \left( \frac{1}{\sqrt{N}} + \sqrt{\frac{\text{Im} m_{ij}}{N \eta}} \right),
\]

with high probability, where we used in the last step the Ward identity (3.9). Since \(|m_{ij} - m| \leq CA_\nu^2\), by Lemma 3.7, we get

\[
|G_{ij}| \leq C \left( \frac{(\varphi_N)^{\frac{1}{\nu}}}{\sqrt{N}} + \Psi(z) \right) + C(\varphi_N)^{\frac{1}{\nu}} \Lambda_\nu,
\]

with high probability. Since \( \text{Im} m_{ij}(z) \geq C \eta \), by (3.4), we can absorb the term \((\varphi_N)^{\frac{1}{\nu}}N^{-1/2}\) into the term \(\Psi(z)\). Taking the maximum over \( i \neq j \), inequality (3.29) follows. The proofs for \( Z_i \) and \( \gamma_i \) are similar. \(\square\)

C. Derivation of the weak self-consistent equation

We now put Eq. (3.17) into a form which admits an analysis of the average of the diagonal resolvent entries. For \( n \in \mathbb{N} \), define

\[
R_n(z) := \int \frac{d\mu(v)}{(\lambda v - z - m_{fc}(z))^n}, \quad z \in \mathcal{D}_L, \quad \lambda \in \mathcal{D}_{\lambda_0}. \tag{3.32}
\]

For any \( n, R_n \) is bounded uniformly in \( z \) and \( \lambda \). This follows from the stability bound (3.5). Note the special case \( R_1 = m_{fc} \). Recall the definitions \([v] = \frac{1}{N} \sum_i G_{ii} - m_{fc} \) and \(|A| = |m - m_{fc}|\).

Lemma 3.9. [Weak self-consistent equation] There is a constant \( C \) such that, for all \( z \in \mathcal{D}_L, \lambda \in \mathcal{D}_{\lambda_0}, \) we have on \( \Omega(z) \) with \((\xi, \nu)\)-high probability

\[
|(1 - R_2)[v] - R_3[v]^2| \leq C\Psi + C \frac{\Lambda^2}{\log N}. \tag{3.33}
\]

Proof. Since \(|\lambda v_i - z - m_{fc}|\) is bounded below by (3.5), we can expand Eq. (3.17) to second order in \([v] - \gamma_i\),

\[
\frac{1}{N} \sum_{i=1}^N G_{ii} = \frac{1}{N} \sum_{i=1}^N \frac{1}{\lambda v_i - z - m_{fc}} + \frac{1}{N} \sum_{i=1}^N \frac{1}{(\lambda v_i - z - m_{fc})^2}(v_i - \gamma_i)
\]

\[
+ \frac{1}{N} \sum_{i=1}^N \frac{1}{(\lambda v_i - z - m_{fc})^3}(v_i - \gamma_i)^2 + O(\Lambda^3) + O(\max_i |\gamma_i|^3), \tag{3.34}
\]

where \( \gamma_i = w_{ii} - Z_i - (m^{(i)} - m) \); see Eq. (3.18).
Next, we use the “law of large numbers” to replace the averages in the first two terms on the right side of (3.34) by their expectation: It follows from the stability bound in (3.5) that the family of functions $g_i : D_{\lambda_0} \times D_L \to \mathbb{C}$, $(\lambda, z) \mapsto (\lambda v_i - z - m_{f_c})^{-1}$ are jointly Lipschitz continuous with a constant depending only on $E_0, \lambda_0$, and $\mu$. Since the $(v_i)$ are i.i.d. random variables, McDiarmid’s inequality implies that, for $\lambda \in D_{\lambda_0}, z \in D_L$, $n = 1, 2, 3$, there is a constant $C$

\[
\left| \frac{1}{N} \sum_{i=1}^{N} \frac{1}{(\lambda v_i - z - m_{f_c})^n} - \int \frac{d\mu(v)}{(\lambda v - z - m_{f_c})^n} \right| \leq C \frac{\lambda(\psi_N)^{\|}}{\sqrt{N}}, \tag{3.35}
\]

with $(\xi, v)$-high probability. Uniformity in $\lambda, z,$ and $v$ can be established by a lattice argument: Choose a lattice $L \in D_{\lambda_0} \times D_L$, with $|L| \leq CN^d$, such that for any $(\lambda, z) \in D_{\lambda_0} \times D_L$ there is $(\lambda', z') \in L$, with $|z - z'| \leq N^{-2}$ and $|\lambda - \lambda'| \leq N^{-2}$. Then (3.35) holds for all $(\lambda, z) \in L$ for some sufficiently large $C$ and some sufficiently small $\nu > 0$. Using the joint Lipschitz continuity of $(g_i)$, we conclude that there is a constant $C \geq C'$ such that the event,

\[
\bigcap_{n=1,2,3} \bigcap_{(\lambda, z) \in D_{\lambda_0} \times D_L} \left\{ \left| \frac{1}{N} \sum_{i=1}^{N} \frac{1}{(\lambda v_i - z - m_{f_c})^n} - \int \frac{d\mu(v)}{(\lambda v - z - m_{f_c})^n} \right| \leq C \frac{\lambda(\psi_N)^{\|}}{\sqrt{N}} \right\}, \tag{3.36}
\]

has $(\xi, v)$-high probability, for some $\nu > 0$, depending on $E_0, \lambda_0$ and the distribution $\mu$.

Hence, we obtain from (3.34),

\[
\frac{1}{N} \sum_{i=1}^{N} G_{ii} = \int \frac{d\mu(v)}{\lambda v - z - m_{f_c}} + R_2[\nu] + R_3[\nu]^2 + \frac{1}{N} \sum_{i=1}^{N} \frac{1}{(\lambda v_i - z - m_{f_c})^2} \mathcal{Y}_i
\]

\[
+ \frac{1}{N} \sum_{i=1}^{N} \frac{1}{(\lambda v_i - z - m_{f_c})^3} (\mathcal{Y}_i^2 - 2[\nu] \mathcal{Y}_i) + \mathcal{O}(\Lambda^3) + \mathcal{O}(\max_i |\mathcal{Y}_i|^3) + \mathcal{O} \left( \frac{\lambda(\psi_N)^{\|}}{\sqrt{N}} \right),
\]

with high probability on $\Omega(z)$, for $z \in D_L$ and $\lambda \in D_{\lambda_0}$. Recalling the functional equation (2.9) for $m_{f_c}$, we obtain

\[
(1 - R_2)[\nu] = R_3[\nu]^2 + \frac{1}{N} \sum_{i=1}^{N} \frac{1}{(\lambda v_i - z - m_{f_c})^2} \mathcal{Y}_i + \frac{1}{N} \sum_{i=1}^{N} \frac{1}{(\lambda v_i - z - m_{f_c})^3} (\mathcal{Y}_i^2 - 2[\nu] \mathcal{Y}_i)
\]

\[
+ \mathcal{O}(\Lambda^3) + \mathcal{O}(\max_i |\mathcal{Y}_i|^3) + \mathcal{O} \left( \frac{\lambda(\psi_N)^{\|}}{\sqrt{N}} \right), \tag{3.37}
\]

with high probability on $\Omega(z)$. Recalling that $|[\nu]| = \Lambda$, we obtain

\[
|2[\nu] \mathcal{Y}_i| \leq \left( \frac{\Lambda^2}{\log N} + (\log N) \max_i |\mathcal{Y}_i|^2 \right),
\]

(the added factor $\log N$ will be useful below). Using the estimates in (3.30) and (3.31), Eq. (3.34) thus becomes

\[
(1 - R_2)[\nu] = R_3[\nu]^2 + \mathcal{O} \left( \frac{\Lambda^2}{\log N} \right) + \mathcal{O} \left( \frac{\lambda(\psi_N)^{\|}}{\sqrt{N}} + \Psi \right),
\]

which holds with high probability on $\Omega(z)$, $z \in D_L$ and $\lambda \in D_{\lambda_0}$. Next, observe that, since $\Im m_{f_c}(z) \geq C\eta$, we can absorb the third term on the right side of the above equation into the forth term. Finally, we note that we can choose the constants uniform in $z$ and $\lambda$.

To conclude the proof of Theorems 3.1 we reason as follows. Assume, for simplicity, that $1 - R_2(z)$, $(z = E + i\eta)$, is bounded below (this holds true for $E$ in the bulk of the spectrum).
Recalling that $|v| = \Lambda$ and the definition of $\Psi(z)$, we are going to show that (3.33) implies

$$\Lambda \leq C\Lambda^2 + O\left(\frac{\langle\varphi_N\rangle^3}{(N\eta)^{1/3}}\right),$$

with high probability on $\Omega(z)$. Hence, we obtain the following dichotomy: Either

$$\Lambda \leq C\frac{\langle\varphi_N\rangle^3}{(N\eta)^{1/3}}, \quad \text{or} \quad \Lambda \geq c,$$

for some $N$-independent constant $c > 0$, with high probability on $\Omega(z)$, $z \in D_L$, $\lambda \in D_{\nu}$. Using the self-consistent equation (3.33), we establish in Sec. III D, that, for large $\eta$, i.e., $\eta \geq 2$, $\Lambda + \Lambda_o \leq \langle\varphi_N\rangle^{-2\xi}$, with high probability. In other words, $\Omega(z)$ holds with high probability, for $\Im z \geq 2$. But then the first inequality in (3.38) must hold, for sufficiently large $N$, and we can reject the second inequality in (3.38) for such $\eta$. To extend this conclusion to all $\eta \geq (\langle\varphi_N\rangle)^2 N^{-1}$, we make use of the Lipschitz continuity of the resolvent mapping $z \mapsto G(z)$, which not only allows us to establish that $\Omega(z)$ holds with high probability for $\eta$ small, but also shows that (3.38) holds for small $\eta$. This continuity, or bootstrapping, argument is outlined in Sec. III E. This argument applies in a straightforward way in the bulk of the spectrum where we have $|1 - R_\xi(z)| \geq c > 0$. For $z$ close to the spectral edge, $|1 - R_\xi(z)|$ can become very small and a slightly modified version of the above dichotomy has to be applied (see Lemma 3.12), but the bootstrapping method still applies.

**D. Initial estimates for large $\eta$**

To get the bootstrapping started, we need estimates on $\Lambda_o$ and $\Lambda$, for $\eta \sim 1$.

**Lemma 3.10.** Let $\eta \geq 2$. Then, for $z \in D_L$, $\lambda \in D_{\nu}$, we have

$$\Lambda_o + \Lambda \leq \frac{\langle\varphi_N\rangle^{2\xi}}{\sqrt{N}},$$

with $(\xi, \nu)$-high probability.

**Proof.** Let $\lambda \in D_{\nu}$. We fix $z \in D_L$, with $\eta \geq 2$. Then we have the following trivial estimates

$$|G_{ij}^{(T)}| \leq \frac{1}{\eta}, \quad |m^{(T)}| \leq \frac{1}{\eta}, \quad |m_{fc}| \leq \frac{1}{\eta}, \quad |R_n| \leq \left(\frac{1}{\eta}\right)^n,$$

for any $T \subset \{1, \ldots, N\}$.

We start with estimating $\Lambda_o$: From Eq. (3.7) we obtain using the large deviation estimates in Lemma 3.5, that

$$|G_{ij}| \leq C\left(\frac{\langle\varphi_N\rangle^3}{\sqrt{N}} + \frac{\langle\varphi_N\rangle^3}{N\eta}\right) \leq C\frac{\langle\varphi_N\rangle^3}{\sqrt{N}},$$

with high probability.

To bound $\Lambda$, we note that

$$|\lambda| \leq |Z_i| + |m^{(T)}| - |m| + |w_{ij}| \leq C\frac{\langle\varphi_N\rangle^3}{\sqrt{N}},$$

with high probability. The self-consistent equation (3.17) can be written as

$$[v] = \frac{1}{N}\sum_{i=1}^N \left[\frac{1}{\lambda v_i - z - m_{fc} - (|v| - \lambda V)} - \frac{1}{\lambda v_i - z - m_{fc}}\right]$$

$$+ \frac{1}{N}\sum_{i=1}^N \int d\mu(v) \left[\frac{1}{\lambda v_i - z - m_{fc}} - \frac{1}{\lambda v - z - m_{fc}}\right].$$

(3.42)
The second term on the right side of the above equation is bounded by $C \frac{(\psi_N)^{\xi}}{\sqrt{N}}$ with high probability, as follows from (3.36). To bound the other term, we rewrite it as

$$\frac{1}{N} \sum_{i=1}^{N} \frac{([v] - \lambda)}{(\lambda - \lambda - m_f - ([v] - \lambda))(\lambda - \lambda - m_f)}.$$ 

Taking the imaginary part, we see that the denominators of the summands are with high probability larger in absolute value than

$$2 - 1 + O \left( \frac{(\psi_N)^{\xi}}{\sqrt{N}} \right) \geq \frac{3}{2},$$

for $\eta \geq 2$. Thus, taking the maximum over $i$, we can bound the right side of (3.42) as

$$\Lambda = |[v]| \leq \frac{[v]}{3/2} + O \left( \frac{(\psi_N)^{\xi}}{\sqrt{N}} \right),$$

with high probability. This completes the estimate of $\Lambda$ and hence the proof.

\[\square\]

E. Proof of Theorem 3.1

We introduce the control parameters

$$\alpha(z) \equiv \alpha := |1 - R_2|, \quad \beta(z) \equiv \beta := \frac{(\psi_N)^{2\xi/3}}{(N\eta)^{1/3}}. \quad (3.43)$$

Note that for any $z \in D_L$, we have $\beta \ll (\psi_N)^{-3\xi}$. Also note that we have chosen $\beta$ to be independent of $\lambda$.

**Lemma 3.11.** For $R_2$ and $R_3$, we have the following estimates:

i. There exists a constant $K > 1$, depending only on $E_0$, $\lambda_0$ and $\mu$, such that,

$$\frac{1}{K} \sqrt{\kappa + \eta} \leq \alpha(z) \leq K \sqrt{\kappa + \eta}, \quad z \in D_L, \quad \lambda \in D_{\lambda_0}. \quad (3.44)$$

In particular, we have $\text{Im} m_{f,c}(z) \leq C_2 \alpha(z)$, for some $C_2 \geq 1$.

ii. There exists a constant $C_3$ such that $|R_3(z)| \leq C_3$ uniformly in $z \in D_L$ and $\lambda \in D_{\lambda_0}$. Moreover, there exist constants $c$ and $\epsilon_0$ such that $|R_3(z)| \geq c$ whenever $z \in D_L$ satisfies $|z - L_i| < \epsilon_0$, $i = 1, 2$.

The proof of this lemma is stated in the Appendix; see Lemma A.6.

Next, we fix $E$ and vary $\eta$ from 2 down to $(\psi_N)^{2\xi}N^{-1}$. Since $\sqrt{\kappa + \eta}$ is increasing and $\beta(E + i\eta)$ is decreasing in $\eta$, we conclude that the equation

$$\sqrt{\kappa + \eta} = 2U^2 K \beta(E + i\eta) \quad (3.45)$$

has a unique solution $\eta = \hat{\eta}(U, E)$, for any $U > 1$. Note that $\hat{\eta}(U, E) \ll 1$.

**Lemma 3.12.** There exists a constant $U_0$ such that, for any fixed $U \geq U_0$, there exists a constant $C_1(U)$, depending only on $U$, such that the following estimates hold for any $z \in D_L$:

$$\Lambda(z) \leq U \beta(z) \quad \text{or} \quad \Lambda(z) \geq \frac{\alpha(z)}{U}, \quad \text{if } \eta \geq \hat{\eta}(U, E), \quad (3.46)$$

$$\Lambda(z) \leq C_1(U) \beta(z), \quad \text{if } \eta < \hat{\eta}(U, E), \quad (3.47)$$

on $\Omega(z)$, with $(\xi, v)$-high probability.
Proof. Fix \( z \in D_L \). Since
\[
\Psi^2 = (\varphi_N)^{z_L} \frac{\Lambda + \text{Im} \, m_f}{N \eta} = O(\beta^3 \Lambda + \beta^3 \alpha),
\]
we can write the weak self-consistent equation (3.33) as
\[
(1 - R_2)[v] = R_3[v]^2 + O \left( \frac{\Lambda^2}{\log N} \right) + O \left( \frac{\kappa \varphi_N^z}{\sqrt{N}} + \sqrt{\beta^3 \Lambda + \beta^3 \alpha} \right).
\]
(3.48)
Since \( \sqrt{\beta^3 \Lambda + \beta^3 \alpha} \leq \beta \sqrt{\beta \Lambda} + \beta \sqrt{\alpha^2 \beta} \leq C(\beta^2 + \beta \alpha + \beta \Lambda) \) by Young’s inequality, we obtain from (3.48)
\[
| (1 - R_2)[v] - R_3[v]^2 | \leq O \left( \frac{\Lambda^2}{\log N} \right) + C^* ( \beta \Lambda + \alpha \beta + \beta^2 ),
\]
(3.49)
with high probability on \( \Omega(z) \), for some \( C^* \geq 1 \). We set \( U_0 := 9(C^* + C_3 + 1) \), where \( C_3 \) is the constant in Lemma 3.11. Depending on the size of \( \beta \) relative to \( \alpha \), we estimate either \( |v| \) or \( |v|^2 \) using the above inequality. We have to consider two cases:

Case 1: \( \eta \geq \tilde{\eta}(U, E) \) (“Bulk estimate”) From (3.45) we find \( \sqrt{\kappa + \eta} \geq 2U^2 K \beta(z) \) and hence, using (3.44) and the definition of \( C^* \),
\[
\beta \leq \frac{\alpha}{2U^2} \leq \frac{\alpha}{2C^*} \leq \alpha.
\]
Thus we find from (3.49) with high probability on \( \Omega(z) \) that
\[
\alpha \Lambda \leq (|R_3| + 1) \Lambda^2 + C^* ( \beta \Lambda + \alpha \beta + \beta^2 ) \leq (C_3 + 1) \Lambda^2 + \frac{\alpha \Lambda}{2} + 2C^* \alpha \beta.
\]
Hence, \( \alpha \Lambda \leq 2(C_3 + 1) \Lambda^2 + 4C^* \alpha \beta \). Thus, we either have \( \alpha \Lambda/2 \leq 2(C_3 + 1) \Lambda^2 \) implying \( \Lambda \geq \alpha/(4(C_3 + 1)) \geq \alpha/U \) (recall that \( U \geq U_0 = 9(C^* + C_3 + 1) \)), or \( \alpha \Lambda/2 \leq 4C^* \alpha \beta \) implying \( \Lambda \leq 8C^* \beta \leq UB \). This proves (3.46).

Case 2: \( \eta \leq \tilde{\eta}(U, E) \) (“Edge estimate”). Note that, when \( \kappa \sim 1 \), the left side of (3.45) is of order 1, while the right side \( 2U^2 K \beta(E + \alpha \eta) = o(1) \). (Recall that \( \eta \geq (\varphi_N)^{y/N} \).) Thus, if \( \eta \leq \tilde{\eta}(U, E) \), then \( \kappa < \epsilon_0 \), where \( \epsilon_0 \) is the constant in Lemma 3.11. In particular, \( |R_3| > c \) in this case.

From (3.44) and (3.45) we find \( \alpha \leq 2U^2 K^2 \beta \). Thus from (3.49), we find
\[
c \Lambda^2 \leq 2\alpha \Lambda + 2C^* ( \beta \Lambda + \alpha \beta + \beta^2 ) \leq C^* \beta \Lambda + C^* \beta^2,
\]
for some constant \( C^* \) depending on \( U \). Inequality (3.47) follows. \( \square \)

With Lemmas 3.11 and 3.12 at hand, we are prepared to start the continuity argument: We choose a decreasing sequence \( (\eta_k), k = 1, \ldots, k_0 \) satisfying \( k_0 \leq C_N^{\alpha}, \eta_k = \epsilon_0 \) and \( \eta_{k+1} = (\varphi_N)^{y/N} - N^{-3} \). For fixed \( E \in [-E_0, E_0] \) we set \( z_k = E + \eta_k \). Recall Lemma 3.12. We fix a \( U \geq U_0 \) throughout the remainder of this section.

One easily sees that, for large enough \( N \), \( \eta_1 \geq \eta(U, E) \), for any \( E \in [-E_0, E_0] \). Therefore, Lemma 3.10 implies that \( \Omega(z_k) \) holds with high probability. This is the starting point of the continuity argument. The next lemma extends this result to all \( k \leq k_0 \).

Lemma 3.13. Define the event
\[
\Omega_k := \Omega(z_k) \cap \{ \Lambda(z_k) \leq C^{(k)}(U) \beta(z_k) \},
\]
(3.50)
where
\[
C^{(k)}(U) := \begin{cases} U & \text{if } \eta_k \geq \tilde{\eta}(U, E), \\ C(U) & \text{if } \eta_k < \tilde{\eta}(U, E). \end{cases}
\]
Then, there exists \( v > 0 \), such that for any \( k \), \( 1 \leq k \leq k_0 \),
\[
P(\Omega_k^c) \leq 3k e^{-v \log N^f}.
\]
(3.51)
Note that the estimates in this lemma are uniform in \( \lambda \in \mathcal{D}_{\lambda_0} \).
Proof. We proceed by induction on \( k \). The case \( k = 1 \) has just been proven. Hence, assume that (3.51) holds for some \( k \geq 2 \). Then

\[
\mathbb{P}(\Omega_{k+1}) \leq \mathbb{P}(\Omega_k \cap \Omega(z_{k+1}) \cap \Omega_{k+1}^c) + \mathbb{P}(\Omega_k \cap (\Omega(z_{k+1}))^c) + \mathbb{P}(\Omega_{k+1}'') =: B + A + \mathbb{P}(\Omega_{k+1}'),
\]

where we set

\[
A := \mathbb{P}\left(\{\Omega_k \cap \{\Lambda > (\varphi_N)^{-2e}\}\} \cup \{\Omega_k \cap \{\Lambda > (\varphi_N)^{-2e}\}\}\right),
\]

\[
B := \mathbb{P}\left(\Omega_k \cap \Omega(z_{k+1}) \cap \{\Lambda(z_{k+1}) > C^{(k+1)}(U)\beta(z_{k+1})\}\right).
\]

We start by estimating \( A \). Using the Lipschitz continuity of the resolvent map \( z \mapsto G(z), z \in \mathbb{C}^+ \), we obtain

\[
|G_{ij}(z_{k+1}) - G_{ij}(z_k)| \leq |z_{k+1} - z_k| \sup_{z \in D_k} |G_{ij}'(z)| \leq N^{-6} \sup_{z \in D_k} \frac{1}{(\text{Im } z)^2} \leq N^{-6}.
\]

Thus \( \Lambda(z_{k+1}) \leq \Lambda(z_k) + N^{-6} \leq C\beta(z_k) \ll (\varphi_N)^{-2e} \) and

\[
\Lambda_\eta(z_{k+1}) \leq \Lambda_\eta(z_k) + N^{-6} \leq C\eta(z_k) \ll (\varphi_N)^{-2e},
\]

with high probability on \( \Omega(z_k) \), where we used Lemma 3.8. Thus \( \Lambda \leq 2 e^{-\nu(\log N)^\xi} \).

To bound \( B \), suppose first that \( \eta_k \geq \tilde{\eta}(U, E) \). Then, using the Lipschitz continuity of the resolvent map we find \( |\Lambda(z_{k+1}) - \Lambda(z_k)| \leq N^{-6} \). Thus we find on \( \Omega_k \) with high probability

\[
\Lambda(z_{k+1}) \leq \Lambda(z_k) + N^{-6} \leq U\beta(z_k) + N^{-6} \leq \frac{3}{2} U\beta(z_{k+1}),
\]

where we used that \( \beta \) is a deterministic decreasing function of \( \eta \).

Suppose next that \( \eta_k > \eta_{k+1} \geq \tilde{\eta}(U, E) \). Then since \( \frac{1}{2} U\beta \leq \alpha U^{-1} \), by Eq. (3.45), we find, in this case, \( \Lambda(z_{k+1}) < \alpha U^{-1} \). But the dichotomy of Eq. (3.46) then implies on \( \Omega_k \cap \Omega(z_{k+1}) \) with high probability that \( \Lambda(z_{k+1}) \leq U\beta(z_{k+1}) \). If \( \eta_{k+1} < \tilde{\eta}(U, E) \), the dichotomy immediately yields \( \Lambda(z_{k+1}) \leq U\beta(z_{k+1}) \). This shows that \( B \leq e^{-\nu(\log N)^\xi} \) if \( \eta_k \geq \tilde{\eta}(U, E) \).

If \( \eta_k < \tilde{\eta}(U, E) \), then also \( \eta_{k+1} < \tilde{\eta}(U, E) \) and hence Eq. (3.47) gives \( \Lambda(z_{k+1}) \leq C_1(U)\beta(z_{k+1}) \).

Thus, we have proven that, for all \( k \leq k_0 \), \( \mathbb{P}(\Omega(z_{k+1}) \cup \{\Lambda(z) > C\beta(z)\}) \leq 3 e^{-\nu(\log N)^\xi} + \mathbb{P}(\Omega_{k+1}') \). This concludes the proof of the lemma.

\[\square\]

To complete the proof of Theorem 3.1, we need to extend the conclusion of the previous lemma to all \( z \in D_L \). To accomplish this we use a simple lattice argument using the regularity of the Green function.

**Corollary 3.14.** There exists constants \( C \) and \( \nu > 0 \), such that, for \( \xi \) satisfying (2.14),

\[
P\left[ \bigcup_{z \in D_L} \Omega(z)^c \right] + P\left[ \bigcup_{z \in D_L} \{\Lambda(z) > C\beta(z)\} \right] \leq e^{-\nu(\log N)^\xi}.
\]

Proof. We choose a lattice \( L \subset D_L \) with \( |L| \leq CN^6 \) such that for any \( z \in D_L \) there is a \( z' \in L \) satisfying \( |z - z'| \leq N^{-3} \). Using the regularity of the Green function we have for \( z, z' \in D_L \),

\[
|G_{ij}(z) - G_{ij}(z')| \leq \eta^{-2}|z - z'| \leq \frac{1}{N},
\]

(3.53)
Lemma 3.13 yields

\[
\mathbb{P}\left[ \bigcap_{z' \in L} \left\{ \Lambda(z') \leq \frac{C}{2} \beta(z') \right\} \right] \geq 1 - e^{-v \log N^\xi}, \tag{3.54}
\]

for some constants \(C\) and \(v\). Hence, combining (3.53), (3.54), and \(N^{-1} \leq \beta(z)\), we get

\[
\mathbb{P}\left[ \bigcup_{z \in D_L} \{ \Lambda(z) > C \beta(z) \} \right] \geq 1 - e^{-v \log N^\xi}.
\]

The first term of (3.52) is estimated in a similar way. \(\square\)

This proves (3.3) of Theorem 3.1. To prove (3.1), we observe that (3.29), (3.43), and (3.52) imply that \(\Lambda_1 \leq C (\phi_1) \sqrt{N^\xi} \), with high probability on \(\Omega_1\). Then (3.52) and a similar lattice argument as above yields (3.1). To prove (3.2), we note that (3.17) yields

\[
|E_{Gii} - m| = \left| \int \frac{d\mu(v)}{\lambda v - z - m_{fc}} - \frac{1}{N} \sum_{i=1}^{N} \frac{1}{\lambda v_i - z - m_{fc}} \right| + O(\|v\| + \max_i |\gamma_i|).
\]

with \((\xi, \nu)\)-high probability on \(\Omega(z)\), \(z \in D_L\), \(\lambda \in D_{\lambda_0}\). From the large deviation estimate in (3.36) we find

\[
|E_{Gii} - m| \leq C \left( \frac{(\phi_1)^{\xi}}{\sqrt{N^\xi}} + \frac{(\phi_1)^{\xi}}{(N^\eta)^{1/3}} \right),
\]

with high probability on \(\Omega(z)\), and we can conclude the proof of (3.2) as above. This finishes the proof of Theorem 3.1.

### F. Delocalization of eigenvectors

Next, we show that the eigenvectors of \(H\) are completely delocalized. We denote by \(u_\alpha\) the normalized eigenvector to the eigenvalue \(\mu_\alpha\) of \(H = \lambda V + W\), i.e.,

\[
(\lambda V + W)u_\alpha = \mu_\alpha u_\alpha,
\]

such that \(\|u_\alpha\|^2 = \sum |u_\alpha(i)|^2 = 1\), where \((u_\alpha(i))\) are the components of \(u_\alpha\).

**Proof of Lemma 2.15.** We follow Ref. 12. For \(z \in D_L\) and \(\lambda \in D_{\lambda_0}\), we have

\[
|G_{ii}(z)| \leq \frac{1}{|\lambda v_i - z - m_{fc} + (|v| - \gamma_i)|}.
\]

From the weak deformed semicircle law, Theorems 3.1, we conclude that \(||v| - \gamma_i| = o(1)|\), with high probability. Since \(|v_i - z - m_{fc}(z)| \geq c > 0\) is bounded below uniformly in \(\lambda \in D_{\lambda_0}\) and \(z \in D_L\), by (3.5), we have

\[
\max_i |G_{ii}(z)| \leq C,
\]
with \((\xi, \nu)\)-high probability, uniformly in \(z \in D_L\) and \(\lambda \in D_{\lambda_0}\). Set \(\eta := (\phi_N)^2 N^{-1}, L := 12 \xi\). Then, by the spectral decomposition of \(H\),

\[
C \geq \text{Im} \ G_{ii}(\mu_a + i\eta) = \sum_{\beta=1}^{N} \frac{|\eta|u_{\beta}(i)|^2}{(\mu_{\beta} - \mu_a)^2 + \eta^2} \geq \frac{|u_a(i)|^2}{\eta},
\]

with \((\xi, \nu)\)-high probability. This concludes the proof.

\[\square\]

**IV. FLUCTUATION LEMMA AND STRONG DEFORMED SEMICIRCLE LAW**

In this section, we prove a fluctuation lemma (see Lemma 4.1 below) that, when combined with the weak local deformed law yields a proof of the strong local deformed law, i.e., Theorem 2.10.

Recall that we denote by \(E_i\) the partial expectation with respect to the \(i\)th-column/row of the matrix \(W\). Set \(Q_i := 1 - E_i\). Roughly speaking, the main result of Subsection IV A asserts, assuming the conclusions of Theorem 3.1, that we have

\[
\frac{1}{N} \sum_{i=1}^{N} Q_i \left( \frac{1}{G_{ii}} \right) \lesssim \frac{1}{N \eta},
\]

with high probability, up to logarithmic corrections. For a detailed study of fluctuation averages (for generalized Wigner- and band matrices) similar to (4.1) we refer to Ref. 14, see also Ref. 13, whose arguments we follow. The situation for the deformed ensembles considered here is in so far different as \(Q_i(G_{ii})\) is of order \(\lambda\), whereas \(Q_i(G_{ii}) \ll 1\) in the Wigner ensemble. Note, however, that \(Q_i(G_{ii}^{-1}) \lesssim (N \eta)^{-1/2}\) for the deformed model studied here as well; see below.

Using the result of Subsection IV A, we derive in Subsection IV B a “strong” self-consistent equation for \(m - m_f\). In Subsection IV C, we prove, following the arguments of Ref. 12, Theorem 2.10.

**A. Fluctuation lemma**

Recall the notation \(\Lambda = |m - m_f|\). We set \(Q_i := 1 - E_i\), where \(E_i\) denotes the partial expectation with respect to the \(i\)th-column/row of the matrix \(W\).

**Lemma 4.1.** Suppose \(\xi\) satisfies (2.14) and let \(L \geq 12 \xi\). Let \(\Xi\) be an event defined by requiring that the following holds on it: There are constants \(C, c > 0\) such that,

i. for all \(z \in D_L, \lambda \in D_{\lambda_0}\),

\[
\Lambda(z) \leq \gamma(z), \tag{4.2}
\]

where \(\gamma\) is a deterministic function satisfying \(\gamma(z) \leq (\phi_N)^{-2z}\);

ii. for all \(z \in D_L, \lambda \in D_{\lambda_0}\),

\[
\Lambda_e(z) \leq C \Psi(z) \leq C \Phi(z), \tag{4.3}
\]

where

\[
\Phi(z)^2 := (\phi_N)^{2z} \frac{\text{Im} m_f(z) + \gamma(z)}{N \eta}
\]

is a deterministic control parameter;

iii. for all \(z \in D_L, \lambda \in D_{\lambda_0}\) and any \(i \in \{1, \ldots, N\}\),

\[
\left| Q_i \left( \frac{1}{G_{ii}(z)} \right) \right| \leq C \left( \frac{(\phi_N)^{\Psi(z)}}{\sqrt{N}} + \Psi(z) \right) \leq C \Phi(z). \tag{4.4}
\]
Assume that $\Xi$ holds with $(\xi, \nu)$-high probability, then there exist constants $C, c$, independent of $\lambda$ and $z$, such that, for $p \in \mathbb{N}$, even and satisfying $p \leq \nu(\log N)^{\delta - 3/2}$,

$$
\mathbb{E} \left| \frac{1}{N} \sum_{i=1}^{N} Q_i \left( \frac{1}{G_{ii}(z)} \right) \right|^p \leq (Cp)^{\frac{\nu}{p}} (\Phi(z))^{2p},
$$

(4.5)

for all $z \in D_L, \lambda \in D_{\lambda_0}$.

For the proof of this lemma, we need the following two auxiliary results:

**Lemma 4.2.** Let the event $\Xi$ be defined as in Lemma 4.1. Let $\xi$ satisfy (2.14) and let $L > 12\xi$. Then there exists a constant $C$ such that, for $z \in D_L, \lambda \in D_{\lambda_0}$, the following holds: For any $T \subset \{1, \ldots, N\}$, with $|T| \leq (\log N)^{\delta - 1}$,

$$
\max_{i \notin T} |G_{ii}^{(T)}(z) - G_{ii}(z)| \leq C|T|(\Lambda_o(z))^2, \quad \max_{i \neq j, i, j \notin T} |G_{ij}^{(T)}(z)| \leq CA_o(z),
$$

on $\Xi$. In particular, we have that $|G_{ii}^{(T)}(z)| \geq c$, for some $c > 0$, uniformly in $T$ and $z \in D_L, \lambda \in D_{\lambda_0}$.

**Proof.** For simplicity we drop the $z$-dependence from the notation. For $l \in \mathbb{N}$, we set

$$
\Gamma_l := \max \left\{ \left| G_{ij}^{(T)} \right| : i, j \notin T', i \neq j, |T'| = l \right\}, \quad \Gamma_l^\prime := \max \left\{ \left| G_{ii}^{(T')} - G_{ii} \right| : i \notin T', |T'| = l \right\}.
$$

Equation (3.8), i.e., $G_{ij} = G_{ik}G_{kj}/G_{kk}$, implies that we have on $\Xi$

$$
\Gamma_1 \leq \Lambda_o + CA_o^2 \ll (\varphi_N)^{-2\delta}, \quad \Gamma_1^\prime \leq CA_o^2 \leq C(\Gamma_1)^2 \leq \Gamma_1 \ll (\varphi_N)^{-2\delta}.
$$

In particular, we have on $\Xi$ that $|G_{ii}^{(k)}(z) \geq |G_{ii}| - 2\Gamma_1 \geq |G_{ii}| - 2\Gamma_1 > 0$, for any $k \neq i$ and $z \in D_L, \lambda \in D_{\lambda_0}$. Assume that there is a constant $C_0$ such that $|G_{ii}^{(T')}| \geq |G_{ii}| - 2\Gamma_1 \geq C_0^{-1}$ for any $T'$ with $|T'| \leq l, i \notin T'$, and $z \in D_L, \lambda \in D_{\lambda_0}$. Then Eq. (3.8) implies

$$
\Gamma_{l+1} \leq \Gamma_l + C_0 \Gamma_l^2, \quad \Gamma_{l+1}^\prime \leq \Gamma_l + C_0 \Gamma_l^2,
$$

hence

$$
\Gamma_{l+1} \leq \Gamma_1 + C_0 \sum_{n=1}^{l} \Gamma_n^2, \quad \Gamma_{l+1}^\prime \leq \Gamma_1 + C_0 \sum_{n=1}^{l} \Gamma_n^2.
$$

Thus, as long as $C_0\Gamma_1 \leq 1/4$, we obtain by induction that

$$
\Gamma_{l+1} \leq 2\Gamma_1, \quad \Gamma_{l+1}^\prime \leq \Gamma_1 + 4C_0(\Gamma_1)^2 \leq 2\Gamma_1,
$$

and $|G_{ii}^{(T')}| \geq C_0^{-1}$, for any $i \notin T', |T'| = l + 1, l \leq (\log N)^{\delta - 1}$. By induction on $l$, this proves the desired lemma. $\square$

**Lemma 4.3.** Let the event $\Xi$ be defined as in Lemma 4.1. Let $\xi$ satisfy (2.14) and let $L \geq 12\xi$. Assume that $\Xi$ has $(\xi, \nu)$-high probability. Then there is a constant $C$ such that for any $p, l \in \mathbb{N}$, with $p \leq (\log N)^{\delta - 3/2}$, and for any $z \in D_L, \lambda \in D_{\lambda_0}$, we have

$$
\mathbb{E} \left| \frac{1}{G_{ii}^{(T)}(z)} \right|^p \leq C^p,
$$

(4.6)

where $T \subset \{1, \ldots, N\}$, with $|T| \leq l$, and $i \notin T$.

**Proof.** For simplicity we drop the $z$-dependence from our notation. By Lemma 4.2 we have $|G_{ii}^{(T)}| \geq c$ on $\Xi$, for any $T \neq i$ with $|T| \leq (\log N)^{\delta - 1}$. On the complementary event $\Xi^c$, we use
The first term on the right side is bounded by
\[ |\sum_{k,l} w_{kl} G_{kl} (T) w_{li}| = |\sum_{k,l} w_{kl} G_{kl} (T) w_{li}| i \not\in T. \]

Then by Cauchy-Schwarz, the trivial bounds \(|G_{ii} (T)| \leq \eta^{-1} \leq N, \|h_{ij}\|^p \leq N^p\) and \(\|\lambda v_i\|^p \leq \lambda_0^p\)
and the boundedness of \(D_L\), we find
\[
\mathbb{E} \left[ |G_{ii} (T)|^p \right] \leq \left[ \mathbb{E} \left[ |G_{ii} (T)|^{2p} \right] \right]^{1/2} \mathbb{P}(\Xi^c)^{1/2} \leq (C + C N + C N^3)^p \mathbb{P}(\Xi^c)^{1/2} \leq C^p,
\]
where we used that \(\Xi\) has \((\xi, \nu)\)-high probability and that \(p \leq (\log N)^{-3/2}.\)

**Proof of Lemma 4.1.** For simplicity we drop the \(z\)-dependence from our notation. We illustrate the idea of the proof for the simple case \(p = 2:\)

\[
\mathbb{E} \left[ \sum_{i=1}^N Q_i \left( \frac{1}{G_{ii}} \right)^2 \right] = \frac{1}{N^2} \sum_{i=1}^N \mathbb{E} \left[ Q_i \left( \frac{1}{G_{ii}} \right)^2 \right] + \frac{1}{N^2} \sum_{i \neq j} \mathbb{E} Q_i \left( \frac{1}{G_{ii}} \right) Q_j \left( \frac{1}{G_{jj}} \right). \tag{4.7}
\]

The first term on the right side is bounded by
\[
\frac{1}{N^2} \sum_{i=1}^N \mathbb{E} \left[ Q_i \left( \frac{1}{G_{ii}} \right)^2 \right] \leq \frac{1}{N^2} \sum_{i=1}^N \mathbb{E} \left[ Q_i \left( \frac{1}{G_{ii}} \right)^2 \right] \leq \mathbb{P}(\Xi^c) \leq \frac{C N}{N^2} \Phi^2 + o(1) \leq C \Phi^4. \tag{4.8}
\]

where we used that \(\Xi\) has \((\xi, \nu)\)-high probability and that \(N^{-1/2} \leq C \Phi(z), \) since \(\Im m_{f_r}(z) \geq C \eta, z \in D_L.\)

To handle the second term on the right side of (4.7), we use Eq. (3.8) to write
\[
Q_j \left( \frac{1}{G_{jj}} \right) = Q_j \left( \frac{1}{G_{jj}} - \frac{G_{ij} G_{ji}}{G_{jj} G_{ji} G_{ij}} \right), \tag{4.9}
\]
for \(i \neq j\). Hence,
\[
\mathbb{E} Q_i \left( \frac{1}{G_{ii}} \right) Q_j \left( \frac{1}{G_{jj}} \right) = \mathbb{E} Q_i \left( \frac{1}{G_{ii}} \right) Q_j \left( \frac{1}{G_{jj}} - \frac{G_{ij} G_{ji}}{G_{jj} G_{ji} G_{ij}} \right) = - \mathbb{E} Q_i \left( \frac{1}{G_{ii}} \right) Q_j \frac{G_{ij} G_{ji} G_{ij}}{G_{jj} G_{ji} G_{ij}},
\]
where we used that \(G_{ij} (T)\) is independent of the entries in the \(i\)th-column/row of \(W\), and that, for general random variables \(A = A(W)\) and \(B = B(W)\), \(\mathbb{E}[Q_i(A)B] = \mathbb{E}[B \mathbb{E}_i Q_i A] = 0\) if \(B\) is independent of the variables in the \(i\)th-column/row of \(W\). Using Eq. (4.9) once more and applying the same reasoning we obtain
\[
\mathbb{E} Q_i \left( \frac{1}{G_{ii}} \right) Q_j \left( \frac{G_{ij} G_{ji}}{G_{jj} G_{ji} G_{ij}} \right) = \mathbb{E} Q_i \left( G_{ij} G_{ji} G_{ij} \right) G_{jj} \left( \frac{G_{ij} G_{ji}}{G_{jj} G_{ji} G_{ij}} \right) Q_j \left( \frac{G_{ij} G_{ji}}{G_{jj} G_{ji} G_{ij}} \right).
\]

Hence,
\[
\left| \frac{1}{N^2} \sum_{i \neq j} \mathbb{E} Q_i \left( \frac{1}{G_{ii}} \right) Q_j \left( \frac{1}{G_{jj}} \right) \right| \leq \sup_{i \neq j} \mathbb{E} Q_i \left( \frac{G_{ij} G_{ji}}{G_{jj} G_{ji} G_{ij}} \right) Q_j \left( \frac{G_{ij} G_{ji}}{G_{jj} G_{ji} G_{ij}} \right) \tag{4.10}
\]

Using that, for a general random variable \(A = A(W), q \in \mathbb{N},\)
\[
\mathbb{E}[Q_i A]^q \leq 2^{q-1} (\mathbb{E}[A]^q + \mathbb{E}[Q_i A]^q) \leq 2^q \mathbb{E}[A]^q, \tag{4.11}
\]

Schur’s complement formula (3.6),
\[
\frac{1}{G_{ii} (T)} = \lambda v_i + w_{ii} - z - \sum_{k,l} w_{kl} G_{kl} (T) w_{li}, \quad i \not\in T.
\]
where we used Jensen’s inequality for partial expectations, we obtain
\[
\left| \frac{1}{N^2} \sum_{i \neq j} \mathbb{E} Q_i \left( \frac{1}{G_{ij}} \right) Q_j \left( \frac{1}{G_{jj}} \right) \right| \leq \sup_{i \neq j} C \left( \mathbb{E} \left| \frac{G_{ji} G_{jj}}{G_{ii} G_{ij}^{(j)} G_{jj}} \right|^2 \right)^{1/2} \left( \mathbb{E} \left| \frac{G_{ji} G_{jj}}{G_{ij} G_{jj}^{(i)} G_{ii}} \right|^2 \right)^{1/2}.
\] (4.12)

Using that \(|G_{ij}^{(T)}| \leq C \Phi, (i \neq j), |G_{ii}^{(T)}| > c, \) on \(\Xi,\) we have, for \(i \neq j,\)
\[
\mathbb{E} \left| \frac{G_{ji} G_{jj}}{G_{ii} G_{ij}^{(j)} G_{jj}} \right|^2 1(\Xi) \leq C \Phi^4.
\] (4.13)

Using Lemma 4.3 and \(|G_{ij}| \leq \eta^{-1} \leq N,\) Hölder’s inequality yields
\[
\mathbb{E} \left| \frac{G_{ji} G_{ij}}{G_{ii} G_{ij}^{(j)} G_{jj}} \right|^2 \mathbb{I}(\Xi') \leq C \mathbb{P}(\Xi')^{1/2} N^4 \leq C \Phi^4,
\] (4.14)

where we used that \(\Xi\) has \((\xi, \nu)\)-high probability, and the fact that \(N^{-1/2} \leq C \Phi(\xi), \xi \in D_{L}^c,\)
Combining the estimates (4.8), (4.12), (4.13), and (4.14), Inequality (4.5) follows for \(p = 2.\)

Next, let \(4 \leq p \leq \nu(\log N)^{1/2} \) be even. Writing \(p = 2r,\) we have
\[
\mathbb{E} \left| \frac{1}{N} \sum_{i=1}^N Q_i \left( \frac{1}{G_{ii}} \right) \right|^{2r} = \frac{1}{N^{2r}} \sum_{i_1, \ldots, i_r} \mathbb{E} \prod_{j=1}^r Q_i \left( \frac{1}{G_{ii}^{(i)}} \right) \prod_{j=r+1}^{2r} Q_i \left( \frac{1}{G_{ii}^{(i)}} \right).
\] (4.15)

For simplicity, we first assume that we can replace the sum over the indices \(i \equiv (i_1, \ldots, i_r)\) by a truncated sum, where all indices are distinct, i.e., we consider
\[
\frac{1}{N^{2r}} \sum_{i_1, \ldots, i_r, \text{ all distinct}} \mathbb{E} \prod_{k=1}^r Q_i \left( \frac{1}{G_{ii}^{(k)}} \right) \prod_{k'=r+1}^{2r} Q_i \left( \frac{1}{G_{ii}^{(k')}} \right).
\] (4.16)

As in the \(p = 2\) case, we make each factor of \(G_{ij}\) in the above expression independent as of many summation indices as possible by an expansion procedure that uses the identities
\[
G_{ij}^{(T)} = G_{ij}^{(T)} + \frac{G_{ik}^{(T)} G_{kj}^{(T)}}{G_{kk}^{(T)}},
\] (4.17)
for \(i, j, k \not\in T, k \neq i, j,\) and
\[
\frac{1}{G_{ii}^{(T)}} = \frac{1}{G_{ii}^{(T)}} - \frac{G_{ik}^{(T)} G_{kj}^{(T)}}{G_{kk}^{(T)}},
\] (4.18)
for \(k \not\in T, k \neq i.\)

The expansion procedure goes as follows: We start with expanding \(F_i := (G_{ii}^{(i)})^{-1}\) in (4.16). Using formula (4.18), where the choice of \(k \in \{i_1, \ldots, i_{2r}\}\setminus\{i_1\}\) is immaterial, we can add to \((G_{ii}^{(i)})^{-1}\) one upper index \(k.\) This results in two terms, \((F_i)_{i1} := (G_{ii}^{(i)})^{-1}\) and \((F_i)_{i0} := -G_{ik} G_{kk} G_{ii} G_{i1} G_{i2} G_{kk}.\) Using formula (4.18) we can further expand \((F_i)_{i1}\) as \((F_i)_{i1} + (F_i)_{i0},\)
where \((F_i)_{i1} := (G_{ik}^{(i)})^{-1},\) for \(l \in \{i_1, \ldots, i_{2r}\}\setminus\{i_1, k\}\) (again the choice of \(l\) is immaterial), and \((F_i)_{i0}\) is a fraction with two off-diagonal resolvent entries in the numerator and three diagonal resolvent entries in the denominator. Similarly, we can split the term \((F_i)_{i0} = (F_i)_{i00} + (F_i)_{i01},\) where we applied (4.17) or (4.18) to one resolvent entry of \((F_i)_{i0},\) with an index \(l \neq i, k.\) There is some arbitrariness in the choice of the resolvent entry used for the splitting that can, if desirable, be removed by choosing an ordering on the set of all resolvent entries \(G_{ij}^{(T)}\). We continue the splitting of the terms \((F_i)_{i0},\) hereby generating terms indexed by sequences \(\sigma\) of zeros and ones.
The precise procedure is the following. Let $\mathcal{G}$ denotes the set of monomials of resolvent entries of the form $G_{nm}(T)$, with $n \neq m$, $T \subset \{i_1, \ldots, i_{2r}\}\setminus\{n, m\}$, and $1/G_{nm}(T)$, $T \subset \{i_1, \ldots, i_{2r}\}\setminus\{n\}$. Given $F \in \mathcal{G}$, the formulas (4.17) and (4.18) define an operation, $F \mapsto F_1 \in \mathcal{G}$, by adding an upper index, e.g., $G_{nm}(T) \mapsto G_{nm}(T^r)$, and its complementary operation $F \mapsto F_0$, e.g., $G_{nm}(T) \mapsto G_{nm}(T)^{-r}$, such that $F = (F)_0 + (F)_1$. Composing these operations we generate from $F \equiv (F)_0 \in \mathcal{G}$, elements $(F)_0 \in \mathcal{G}$, labeled by binary sequences $\sigma$. For these operations we use the notation $\sigma \mapsto \sigma 0$ and $\sigma \mapsto \sigma 1$. Given $F \equiv (F)_0 \in \mathcal{G}$, the recursive algorithm is as follows:

(A) Stopping rules:

1. If all terms in $(F)_0$ are maximally expanded, i.e., each resolvent entry in $(F)_0$ is of the form $G_{nm}(T)$ with $n, m \notin T, (T nm) = \{i_1, \ldots, i_{2r}\}$;
2. else if $(F)_0$ contains at least $2p$ off-diagonal resolvent entries in the numerator;

we stop the expansion.

(B) Else, we choose an arbitrary resolvent entry $G_{nm}(T)$ in $(F)_0$. If $n = m$, we use (4.18), with some arbitrary $k \in \{i_1, \ldots, i_{2r}\}\setminus\{(T n)\}$, to split $(F)_0 = (F)_{00} + (F)_{01}.$ If $n \neq m$, we use (4.17), with some arbitrary $k \in \{i_1, \ldots, i_{2r}\}\setminus\{(T nm)\}$, to split $(F)_0 = (F)_{00} + (F)_{01}$.

Below, we show that the stopping rules ensure that the recursive procedure is terminated after a finite number of steps. Choosing $F = (F_1) = (G_{i_1i_1})^{-1}$, the above procedure yields

$$Q_{i_1}(\frac{1}{G_{i_1i_1}})Q_{i_2}(\frac{1}{G_{i_2i_2}})\ldots Q_{i_r}(\frac{1}{G_{i_r i_r}}) = \sum_{\sigma} Q_{i_1}(F_1)_{\sigma} Q_{i_2}(\frac{1}{G_{i_2i_2}})\ldots Q_{i_r}(\frac{1}{G_{i_r i_r}}) + R_{i_1},$$

(4.19)

where the summation index $\sigma$ runs over a set of finite binary sequences (the number of terms in the sum is estimated below). The summands $(F_1)_{\sigma}$ are fractions with off-diagonal entries of $G$ in the numerator (except for the maximally expanded leading term $(G_{i_1i_1})^{-1}$) and diagonal resolvent entries in the denominator. All these entries are maximally expanded in the summation indices. Each term in the rest term $R_{i_1}$, a fraction of resolvent entries, contains at least $2p$ off-diagonal resolvent entries in the numerator.

We claim that the total number of terms generated by the above recursive procedure is bounded by $(Cp)^{2p}$, for some $p$-independent constant $C$. Indeed, the procedure described above generates a finite rooted binary tree, whose vertices are labeled by binary sequences $\sigma$. By the stopping rules (1) and (2), each term on the right side of (4.19) corresponds to a leaf node of this tree. Thus to get an upper bound on the number of terms in (4.19), it is enough to estimate the depth of this tree.

To estimate the depth of the tree, we estimate the maximal length of a generated sequences $\sigma$. We first observe that the number of off-diagonal resolvent entries is raised by one or two under the operation $\sigma \mapsto \sigma 0$ (in case it is first applied to $F_1$, the number is raised by two). Hence, by stopping rule (2), the leaf nodes are labeled by sequences $\sigma$ with less than $2p$ zeros in it. Also note that the operation $\sigma \mapsto \sigma 0$ increases the number of resolvent entries by at most 4, but the operation $\sigma \mapsto \sigma 1$ does not change this number. Thus the total number of resolvent entries in a term $(F_1)_{\sigma}$ is bounded by $8p + 1$. Hence, a bound on the number of upper indices for a vertex is $(8p + 1)p$. In other words, a sequence labeling a vertex has at most $(8p + 1)p$ ones in it. Thus a sequence labeling a leaf node has a most $(8p + 1)p$ ones and $2p$ zeros, therefore has length at most $8p^2 + 3p$ and we conclude that the number of leaf nodes of the tree is bounded by

$$\sum_{q=0}^{2p} \left( \frac{8p^2 + 3p}{q} \right) \leq (2p + 1) \left( \frac{11p^2 2^{p+1}}{(2p)!} \right) \leq (Cp)^{3p} (2p)^{-2p} \leq (Cp)^{2p},$$

for some constant $C$, independent of $p$.

It follows that the right side of (4.19) contains at most $(Cp)^{2p}$ terms. In particular, the remainder $R_{i_1}$ contains at most $(Cp)^{2p}$ terms, each of which contains at least $2p$ off-diagonal matrix resolvent entries and less than $3p$ diagonal resolvent entries. By assumptions ii, Inequality (4.11),

...
Lemmas 4.2 and 4.3, the rest term $R_i$ satisfies
\[ \mathbb{E}|R_i| \leq (Cp)^{2p} \Phi(\varepsilon)^{2p}, \]
for some sufficiently large $C$.

Next, we expand the term $\left( G_{i_{i_2}} \right)^{-1}$ in (4.19). We apply the same procedure to each “leaf node term”
\[ Q_{i_2} \left( \frac{1}{G_{i_{i_2}}} \right) \cdots Q_{i_p} \left( \frac{1}{G_{i_{i_p}}} \right) \]
in (4.19). Note that we do not expand the remainder term $R_i$, any further nor start a new expansion separately for $\left( G_{i_{i_2}} \right)^{-1}$ (this would yield an expansion with too many terms for our purposes). We also modify the stopping rule (2) accordingly: We stop expanding a term in (4.19) whenever it contains at least $2p$ off-diagonal resolvent entries. Applying the algorithm (A)-(B) to (4.19) we find
\[ Q_{i_1} \left( \frac{1}{G_{i_{i_1}}} \right) Q_{i_2} \left( \frac{1}{G_{i_{i_2}}} \right) \cdots Q_{i_p} \left( \frac{1}{G_{i_{i_p}}} \right) = \sum_{\sigma_1, \sigma_2} Q_{i_1} \left( F_{i_{i_1}} \right)_{\sigma_1} Q_{i_2} \left( F_{i_{i_2}} \right)_{\sigma_2} \cdots Q_{i_p} \left( F_{i_{i_p}} \right)_{\sigma_p} + R_i + R_i', \]
where the remainder $R_i$ satisfies the same bound as $R_i$. The effect of the modified stopping rule (2) is that the sequences $\sigma_1$ and $\sigma_2$ together contain in total at most $2p - 1$ zeros.

Expanding the remaining $2r - 2$ factors of $\left( G_{i_{i_2}} \right)^{-1}$ in (4.20), we find
\[ \mathbb{E} \prod_{k=1}^{r} Q_{i_k} \left( \frac{1}{G_{i_{i_k}}} \right) \prod_{k'=r+1}^{2r} Q_{i_{k'}} \left( \frac{1}{G_{i_{i_{k'}}}} \right) = \sum_{\sigma_1, \ldots, \sigma_p} \mathbb{E} \left[ Q_{i_1} \left( F_{i_{i_1}} \right)_{\sigma_1} \cdots Q_{i_p} \left( F_{i_{i_p}} \right)_{\sigma_p} \right] + \mathbb{E} R, \]
where the remainder $R = \sum_{q=1}^{p} R_i$ satisfies
\[ \mathbb{E}|R| \leq (Cp)^{2p} \Phi(\varepsilon)^{2p}, \]
for some sufficiently large $C$. It therefore suffices to consider only the first term on the right side of (4.21), in which all monomials $(F_{i_{i_k}})_{\sigma_k}$ are maximally expanded and the summation runs over $2r$ binary sequences of finite length. Note that the total number of zeros in the array of sequences $\sigma = (\sigma_1, \ldots, \sigma_p)$ is, by the modified stopping rule (2), at most $2p - 1$. It follows that the total number of terms in (4.20) is less than $(Cp)^{3p}$. Indeed, this can be checked in the same way as is done above: A term in (4.20) corresponds to a leaf node on a rooted binary tree, whose vertices are labeled by $\sigma$. The total number of zeros in $\sigma$ indexing a leaf node is bounded by $2p$ and the number of ones is less than $(8p + 1)p^2$. It follows that the total number of terms in the expansion of (4.20) is bounded by $(Cp)^{3p}$ and we find
\[ \left| \sum_{\sigma_1, \ldots, \sigma_p} \mathbb{E} Q_{i_1} \left( F_{i_{i_1}} \right)_{\sigma_1} \cdots Q_{i_p} \left( F_{i_{i_p}} \right)_{\sigma_p} \right| \leq (Cp)^{3p} \Phi(\varepsilon)^{2p}. \]
Recall that, due to our simplification assumption all indices $(i_1, \ldots, i_p)$ are distinct. As in the case $p = 2$ we now use the presence of the $Q$’s: First, we claim that, for any label $a \in \{1, \ldots, 2r\}$,
\[ |(F_{i_{i_a}})_{\sigma_a}| \mathbb{E}(\varepsilon) \leq (C \Phi)^{1+\Theta(\sigma_a)}, \]
where $\Theta(\sigma_a)$ denotes the number of zeros in the sequence $\sigma_a$. For $\Theta(\sigma_a) = 0$, this follows from hypothesis iii. If $\Theta(\sigma_a) > 0$, the successive application of the operation $\sigma \mapsto \sigma 0$ has generated at least $\Theta(\sigma_a) + 1$ off-diagonal resolvent entries and at most $3 \Theta(\sigma_a) + 1$ diagonal resolvent entries.

Next, choose $(i_1, \ldots, i_{2r})$ and $(\sigma_1, \ldots, \sigma_{2r})$ in (4.23) such that
\[ \mathbb{E} Q_{i_1} \left( F_{i_{i_1}} \right)_{\sigma_1} \cdots Q_{i_p} \left( F_{i_{i_p}} \right)_{\sigma_p} \neq 0. \]

The key observation is the following:

(C) Let $a \in \{1, \ldots, 2r\}$, then there is a label $b \in \{1, \ldots, 2r\} \setminus \{a\}$, such that the monomial $(F_{i_{i_b}})_{\sigma_b}$ contains an off-diagonal resolvent entry with $i_a$ as a lower index. We use the notation $b = \text{I}(a)$, if $b$ is linked to $a$ in this sense.
Indeed, assuming the contrary, we conclude that all monomials \((F_{i_1\ldots i_{2r}})_{\sigma_0}\) in (4.25), but \((F_{i_1\ldots i_{2r}})_{\sigma_0}\), are independent of the random variables indexed by \(i_a\). But due to the presence of the \(Q_{i_a}\) this term has vanishing expectation. Note that this argument relies on the assumptions that all indices \((i_1, \ldots, i_{2r})\) are distinct.

Next, let \(a \in \{1, \ldots, 2r\}\) and denote by \(l_a := \lvert \Gamma^{-1}(\{a\})\rvert\), the number of times the label \(a\) is linked to some label \(b\) in the sense of (C). Then,

\[
\lvert (F_{i_a})_{\sigma_0} \rvert \lesssim C^p \Phi^{1 + 4l_a}. \tag{4.26}
\]

Indeed, for each label \(c \in \Gamma^{-1}(\{a\})\) we had to use at least once the operation \(\sigma \mapsto \sigma 0\) to get the lower index \(i_a\). Hence, \(0(\sigma_0)\), the number of zeros in \(\sigma_0\), is at least \(l_a\). Inequality (4.26) follows from (4.24).

Finally, noting that \(\sum_i l_i \geq p\) by (C), we find that, for terms as in (4.25),

\[
\lvert E Q_i (F_{i_1})_{\sigma_1} \cdots Q_{i_2} (F_{i_3})_{\sigma_3} \rvert \lesssim (C\Phi)^{2p}. \tag{4.27}
\]

Combination with the bound (4.22) on the remainder term, the estimate on the number of terms in (4.21), we thus obtain

\[
\frac{1}{N^{2r}} \sum_{i_1, \ldots, i_{2r}} E \prod_{k=1}^{r} Q_{i_k} \left( \frac{1}{G_{i_k i_k}} \right) \sum_{k'=r+1}^{2r} Q_{i_{k'}} \left( \frac{1}{G_{i_{k'} i_{k'}}} \right) \lesssim (Cp)^{2p} \Phi^{2p},
\]

for any \(p \leq v(\log N)^{-3/2}\), under the simplifying assumption that all indices are distinct in the sum.

To deal with the general case, we go back to (4.15). Abbreviate \(i = (i_1, \ldots, i_{2r})\). Denote by \(\mathcal{P}_{2r}\) the set of partitions of \(\{1, \ldots, 2r\}\). Let \(\Gamma(i)\) be the element of \(\mathcal{P}_{2r}\) defined by the equivalence relation \(a \sim b\), if and only if \(i_a = i_b\). Then we can write

\[
E \left( \frac{1}{N} \sum_{i=1}^{N} Q_i \left( \frac{1}{G_{ii}} \right) \right)^{2r} \lesssim \frac{1}{N^{2r}} \sum_{\Gamma \in \mathcal{P}_{2r}} \sum_{i_1, \ldots, i_{2r}} 1(\Gamma = \Gamma(i)) E Q_{i_1} \left( \frac{1}{G_{i_1 i_1}} \right) \cdots Q_{i_2} \left( \frac{1}{G_{i_{2r} i_{2r}}} \right). \tag{4.28}
\]

Fix now \(i\) and denote by \(\Gamma := \Gamma(i)\), the partition induced by the equivalence relation \(\sim\). For a label \(a \in \{1, \ldots, 2r\}\), we denote by \([a]\) the block of \(a\) in \(\Gamma\). Let \(S(\Gamma) := \{a : \lvert [a] \rvert = 1\} \subset \{1, \ldots, 2r\}\) denote the set of single labels and abbreviate by \(s := \lvert S(\Gamma) \rvert\) its cardinality. We denote by \(\ell_{S(\Gamma)} := (i_a)_{a \in S}\), the summation indices associated with single labels. Notice that if \(a\) is a single label (for some \(\Gamma\)), then there is exactly one \(Q_{i_1}\) on the right side of (4.28). However, if \(a\) is not a single label (for some \(\Gamma\), \(Q_{i_1}\) appears more than once on the right side of (4.28).

Next, we expand the summands on the right side of (4.28), using the recursive procedure (A)-(B), but we only expand in the single labels. More precisely, the recursive procedure is now defined as follows:

(A) **Stopping rules:**

1. If all terms in \((F_{i_1})_{\sigma_0}\) are maximally expanded in the single labels; a resolvent entry \(G_{nm}^{(T)}\), maximally expanded in the single labels if \(\ell_S \subseteq (\mathbb{T} nm), n, m \notin \mathbb{T}\);

2. else if \((F_{i_1})_{\sigma_0}\) contains at least \(2p\) off-diagonal resolvent entries in the numerator;

we stop the expansion.

(B) Else, we choose an arbitrary resolvent entry \(G_{i_1 i_1}^{(T)}\) in \((F_{i_1})_{\sigma_0}\). If \(n = m\), we use (4.17), with some arbitrary index \(k \in \{i_1\} \setminus \{([\mathbb{T} n])\}\), to split \((F_{i_1})_{\sigma_0} = (F_{i_0})_{\sigma_0} + (F_{i_1})_{\sigma_0}\). If \(n \neq m\), we use (4.18), with some arbitrary \(k \in \{i_1\} \setminus ([\mathbb{T} nm])\), to split \((F_{i_1})_{\sigma_0} = (F_{i_0})_{\sigma_0} + (F_{i_1})_{\sigma_0}\).

Applying this procedure to \((G_{i_1 i_1})^{-1}\), we obtain a similar expansion as in (4.19). Expanding the remaining factors of \((G_{i_1 i_1})^{-1}\) as before (using only single labels), we obtain the analogue expression to (4.21). The remainder terms can be estimated in the same way as before, simply by using the fact that each term in the remainder contains at least \(2p\) off-diagonal resolvent entries. Also note that the bounds on the number of terms in the expansion still apply. It therefore suffices to bound the summands in the first term on the right side of (4.21), (now some of the indices may coincide).
Recall that $s$ denotes the number of single labels in the fixed configuration $i$. We claim that
\[ \left| \mathbb{E} Q_i(F_{1,i}) \cdots Q_i(F_{s,i}) \right| \leq C^{2p} \Phi^{p+s}. \tag{4.29} \]
This follows in a similar way as above, using the following observation:

\[ (C^\prime) \quad \text{Let } a \in \mathcal{S}(\Gamma), \text{ then there is a label } b \in \{1, \ldots, 2r\} \setminus \{a\}, \text{ such that the monomial } (F_{ib})_{\sigma_b} \text{ contains an off-diagonal resolvent entry with } \lambda_a \text{ as a lower index.} \]

The bound (4.29) now follows in the same way as above, by only considering single labels. We will use the following corollary of the fluctuation lemma:

Finally, we recall that the number of partitions of $p$ elements is bounded by $(Cp)^2$, thus
\[ \mathbb{E} \left| \frac{1}{N} \sum_{i=1}^{N} Q_i \left( \frac{1}{G_{ii}} \right) \right|^{2r} \leq (Cp)^{5p} \Phi^{2p}. \]

This proves the desired lemma.

We will use the fluctuation Lemma 4.1 in a slightly generalized setting. Abbreviate
\[ g_i(z) := \frac{1}{\lambda v_i - z - m_{fi}(z)}, \quad z \in \mathcal{D}_L, \quad \lambda \in \mathcal{D}_{b}, \quad i \in \{1, \ldots, N\}, \tag{4.31} \]
and also recall that the random variables $(g_i)$ are bounded uniformly in $\lambda$ and $z$ as follows form the stability bound (3.5). We will use the following corollary of the fluctuation lemma:

**Corollary 4.4.** Suppose $\xi$ satisfies $(2.14)$ and let $L \geq 12 \xi$. Let $\Xi$ be the event defined in Lemma 4.1 and assume it has $(\xi, \nu)$-high probability. Then there exists a constant $C$, independent of $\lambda$ and $z$, such that, for $p \in \mathbb{N}$, even and satisfying $p \leq \nu(\log N)^{3/2^2}$, and $n = 1, 2, 3$,
\[ \mathbb{E} \left| \frac{1}{N} \sum_{i=1}^{N} Q_i \left( g_i^n \frac{1}{G_{ii}} \right) \right|^p \leq (Cp)^{5p} (\Phi(z))^{2p}, \tag{4.32} \]
for $z \in \mathcal{D}_L, \lambda \in \mathcal{D}_{b}$.

**Proof.** In the proof of Lemma 4.1, we used the following two properties of $(Q_i)$:

i. For general random variables $A = A(W)$ and $B = B(W)$, $\mathbb{E}[(Q;A)B] = \mathbb{E}[B|Q,A] = 0$, if $B$ is independent of the variables in the $i$th-column/row of $W$.

ii. For a general random variable $A = A(W), q \in \mathbb{N}, \mathbb{E}[Q_i A]^q \leq 2^q \mathbb{E}[A]^q$; see (4.11).

Fix $n$ and define $\tilde{Q}_i := Q_i g_i^n$. Since the random variables $(v_i)$ are independent of the random variables $(w_{ij})$, property $i$ holds true with $Q_i$ replaced by $\tilde{Q}_i$. (Here $\mathbb{E}$ stands for the expectation with respect the $(w_{ij})$ and the $(v_i)$ random variables, but, since the random variables $(g_i)$ are uniformly bounded, one could replace $\mathbb{E}$ by the conditional expectation with respect the $(w_{ij})$.) Since the family of random variables $(g_i)$ is uniformly bounded and independent of $W$, property $ii$ holds now with $\mathbb{E}[Q_i A]^q \leq 2^q \mathbb{E}[g_i^n Q_i A]^q \leq C^q \mathbb{E}[A]^q$, for some constant $C$, for any random variables.
A = \Lambda(W)\) depending only on \(W\). Thus the proof of Lemma 4.1 also applies to left side of (4.32): It suffices to multiply the bounds with \(O^\nu\).

B. Strong self-consistent equation

With Corollary 4.4 at hand, it is easy to derive a stronger self-consistent equation for \(m - m_k\) than the one obtained in Lemma 3.9. Recall the notation \([Z] = \frac{1}{N} \sum_{j=1}^{N} Z_i\).

Lemma 4.5. Suppose \(\xi\) satisfies (2.14). Assume that there exists a deterministic function \(\gamma(z)\) with \(\gamma(z) \leq (\phi_N)^{-2\xi}\) such that, for all \(z \in \mathcal{D}_L, \lambda \in \mathcal{D}_{\lambda_0},\)

\[\Lambda(z) \leq \gamma(z),\]

with \((\xi, \nu)\)-high probability. Then we have with \((\xi - 2, \nu)\)-high probability

\[|\langle Z \rangle| \leq C(\phi_N)^{10\xi} \left(\frac{\text{Im} m_{fc}(z) + \gamma(z)}{N\eta}\right),\]

and, for \(n = 1, 2, 3,\)

\[\left|\frac{1}{N} \sum_{i=1}^{N} Q_i \left(\frac{g_i^\nu}{G_{ii}}\right)\right| \leq C(\phi_N)^{10\xi} \left(\frac{\text{Im} m_{fc}(z) + \gamma(z)}{N\eta}\right),\]

where the constant \(C\) can be chosen uniformly in \(z \in \mathcal{D}_L\) and \(\lambda \in \mathcal{D}_{\lambda_0}\).

Moreover, the strong self-consistent equation

\[|1 - R_2|v - R_3|v|^2| \leq O\left(\frac{\Lambda^2}{\log N}\right) + O\left(\phi_N^{10\xi}\left(\frac{\text{Im} m_{fc}(z) + \gamma(z)}{N\eta}\right)\right) + O\left(\frac{\lambda(\phi_N)^{-\xi}}{\sqrt{N}}\right)\]

holds with \((\xi - 2, \nu)\)-high probability, uniformly in \(z \in \mathcal{D}_L, \lambda \in \mathcal{D}_{\lambda_0}\).

Note that in the above lemma we have not changed the value of the parameter \(\nu\), but replaced the \(N\)-dependent parameter \(\xi\) by \(\xi - 2\). This is necessary at this point, since in the iteration procedure below we apply this lemma \(\log\log N\) times.

Proof. We begin by proving (4.33). From Schur’s complement formula we obtain

\[Q_i \left(\frac{1}{G_{ii}}\right) = Q_i \left(\lambda v_i + w_{ii} - \sum_{k,l} h_{ik} G_{kl}^{(i)} h_{li}\right)\]

\[= w_{ii} - Q_i \left(\sum_{k,l} h_{ik} G_{kl}^{(i)} h_{li}\right)\]

\[= w_{ii} - Z_i.\]

Since \(|w_{ii}| \leq (\phi_N)^{\xi} N^{-1/2}\), with high probability, we obtain from the large deviation estimate (3.10),

\[\left|\frac{1}{N} \sum_{i=1}^{N} w_{ii}\right| \leq (\phi_N)^{2\xi},\]

with \((\xi, \nu)\)-high probability. Hence it suffices to bound the average of the left side of (4.36) to get (4.33).

Theorem 3.1 and Lemma 3.8 imply that assumptions \(i\) and \(ii\) of Lemma 4.1 hold with high probability. By Lemma 3.7, we have \(c \leq |G_{ii}| \leq C\), with high-probability. Finally, from the estimate on \(Z_i\) in (3.30) and the bound on \(w_{ii}\), we conclude that assumption \(iii\) of Lemma 4.1, i.e., Inequality (4.4), holds with high probability. Hence the event \(\Xi\), as defined in Lemma 4.1, being the intersection of several \((\xi, \nu)\)-high probability events, has \((\xi - 1/2, \nu)\)-high probability. Thus we can apply
Lemma 4.1: Choosing \( p \) in (4.5) as the largest even integer smaller than \( v(\log N)^{\xi} - 2 \), Markov’s inequality yields (4.33). Note that we have not changed the parameter \( v \) here, but have replaced \( \xi \) by \( \xi - 2 \).

Similarly, (4.34) follows from Corollary 4.4 and a high-moment Markov estimate.

To derive the self-consistent equation (4.35), we return to (3.37), i.e.,

\[
(1 - R_2)[v] = R_3[v]^2 - \frac{1}{N} \sum_{i=1}^{N} \frac{1}{(\lambda v_i - z - m_{fc})^3} N_i + O(\Lambda^3) + O(\max_i |N_i|) + O\left(\frac{\lambda(\phi_N)^{\xi}}{\sqrt{N}}\right),
\]

which holds with \((\xi, v)\)-high probability. Recall that, on the event \( \Xi \),

\[
N_i = w_{ii} - (m^{(i)} - m) = w_{ii} - z_i + O(\Phi^2) = O_i \left(\frac{1}{G_{ii}}\right) + O(\Phi^2).
\]

Using (4.34) to control the second term on the right side of (4.37) and the \textit{a priori} bound (3.31) on \(|N_i|\) to control the terms \( O(\Phi^2) \) in (4.37), we obtain

\[
(1 - R_2)[v] = R_3[v]^2 - 2 \frac{1}{N} \sum_{i=1}^{N} \frac{1}{(\lambda v_i - z - m_{fc})^3} [v] N_i + O\left(\frac{\lambda(\phi_N)^{\xi}}{\sqrt{N}}\right)
\]

\[+ O(\Lambda^3) + O\left(\frac{\lambda(\phi_N)^{\xi}}{\sqrt{N}}\right),\]

with \((\xi - 2, v)\)-high probability. Arguing as in the proof of Lemma 3.9, we obtain (4.35). \( \square \)

**C. Proof of the strong deformed semicircle law**

The proof of Theorem 2.10 is based on an iteration using the weak semicircle law, i.e., Theorem 3.1, and Lemma 4.5. We start with an entirely deterministic lemma:

**Lemma 4.6.** Assume that \( 1 \leq \xi_1 \leq \xi_2 \). Let \( 0 < \tau < 1 \) and \( L > 40\xi_2 \). Suppose that there is a function \( \gamma(z) \) satisfying

\[
\gamma(z) \leq (\phi_N)^{11\xi_2} \left(\frac{\lambda^{1/2}}{N^{1/4}} + \frac{1}{N \eta}\right)^{1-\tau},
\]

such that \( \Lambda(z) \geq \gamma(z) \), for all \( z \in D_{L}, \lambda \in D_{\lambda_0} \). We also assume that, for \( z \in D_{L}, \lambda \in D_{\lambda_0} \),

\[
|1 - R_2| \gamma - R_3[v]^2 = O\left(\frac{\Lambda^2}{\log N}\right) + O\left(\frac{\lambda(\phi_N)^{\xi_1}}{\sqrt{N}} + (\phi_N)^{10\xi_1} \alpha(z) + \gamma(z)\right),
\]

where \( \alpha = |1 - R_2| \) was defined in (3.43). Moreover, we assume that \( \lambda \ll 1 \), if \( \eta \sim 1 \). Then

\[
\Lambda(z) \leq (\phi_N)^{11\xi_2} \left(\frac{\lambda^{1/2}}{N^{1/4}} + \frac{1}{N \eta}\right)^{1-\tau/2},
\]

for all \( z \in D_{L}, \lambda \in D_{\lambda_0} \).

**Proof.** The proof is based on a dichotomy argument. We set

\[
\alpha_0(z) := (\phi_N)^{10+3/4\xi_2} \left(\frac{\lambda^{1/2}}{N^{1/4}} + \frac{1}{N \eta}\right)^{1-\tau/2}.
\]
Note that $\alpha_0 \leq \gamma$ and $\alpha_0 \ll 1$. Using (4.39) we find
\[
C(\varphi_N)^{10c_1} \left( \frac{\lambda}{N^{\eta}} + \frac{\gamma(z)}{N^{\eta}} \right) \leq \alpha_0^2 + (\varphi_N)^{21c_1} \frac{1}{N^{\eta}} \left( \frac{\lambda}{N^{1/4}} + \frac{1}{N^{\eta}} \right)^{1-\tau} \\
\leq (\varphi_N)^{22c_1} \left( \frac{\lambda}{N^{1/4}} + \frac{1}{N^{\eta}} \right)^{2-\tau}.
\]
First, consider the case $\alpha \leq \alpha_0$: In this case, $\kappa \ll 1$ and $|R_3| > c$ for some constant $c$. From Eq. (4.40) we find that
\[
||v||^2 \leq ||v|^2 - \frac{\alpha [v]}{c}|| + \frac{\alpha [v]}{c} \leq o(1)||v||^2 + (\varphi_N)^{22c_1} \left( \frac{\lambda}{N^{1/4}} + \frac{1}{N^{\eta}} \right)^{2-\tau} + C(\varphi_N)^{10c_1} \frac{\alpha}{N^{\eta}} + \frac{\alpha [v]}{c},
\]
and hence
\[
||v||^2 \leq (||v|| - \frac{\alpha [v]}{c})^2 \leq (\varphi_N)^{22c_1} \left( \frac{\lambda}{N^{1/4}} + \frac{1}{N^{\eta}} \right)^{2-\tau} + (\varphi_N)^{10+3/4c_1} \frac{\alpha}{N^{\eta}}.
\]
(Note that we used here $\varphi_N$ to compensate for various constants, as we shall do below.) Thus taking the square root, recalling that $\alpha \leq \alpha_0$ and using the definition of $\alpha_0$, we find
\[
||v|| \leq C\alpha_0 + (\varphi_N)^{11c_1} \left( \frac{\lambda}{N^{1/4}} + \frac{1}{N^{\eta}} \right)^{1-\tau/2},
\]
and the claim follows for $\alpha \leq \alpha_0$.

Next, consider $\alpha > \alpha_0$: Recall that $|R_3| < C_3$ for some constant $C_3 > 0$. Assume first that $\Lambda \leq \alpha/(2C_3)$. Then in (4.40) we can absorb the terms $R_3[v]^2$ and $\Lambda^2/\log N$ into the term $\alpha [v]$ and we get
\[
\Lambda \leq C(\varphi_N)^{10c_1} \left( \frac{\lambda}{\alpha N^{\eta}} + \frac{1}{N^{\eta}} + \frac{\gamma}{\alpha N^{\eta}} \right) \\
\leq \frac{1}{(\varphi_N)^{3/2}} \left( \frac{\alpha_0^2}{\alpha} + \alpha_0 + \frac{\alpha_0^2}{\alpha} \right),
\]
where we used the definitions of $\gamma$ and $\alpha_0$. Since we assumed that $\alpha > \alpha_0$, we get $\Lambda \ll \alpha/(2C_3)$ if $\Lambda \leq \alpha/(2C_3)$. Thus, if $\alpha \geq \alpha_0$, we either have $\Lambda > \alpha/(2C_3)$ or $\Lambda \ll \alpha/(2C_3)$. By the continuity of $\Lambda(z)$ in $\eta = \text{Im} z$, we must have $\Lambda \ll \alpha$, since we assume that $\Lambda(z) \ll 1 = O(\alpha)$, for $\eta \sim 1$. Thus, the claim follows from (4.42).

**Proof of Theorem 2.10.** We prove (2.18). Let $\xi = \frac{A_0 + o(1)}{2} \log \log N$ and set
\[
\tilde{\xi} := 2(\log \log N/\log 2) + \xi.
\]
Note that $\tilde{\xi} \leq 3\xi/2 \leq A_0 \log \log N$. Let $L \geq 40\tilde{\xi}$. To prove (2.18) it suffices to prove
\[
\bigcap_{z \in D_L} \bigcap_{\lambda \in D_\alpha} \left\{ |m(z) - m_{f_c}(z)| \leq (\varphi_N)^{11\tilde{c}_1\xi} \left( \min \left\{ \frac{(\varphi_N)^{12\xi}}{\alpha \sqrt{N^{1/4}}}, \frac{\lambda^{1/2}}{N^{1/4}} + \frac{1}{N^{\eta}} \right\} \right) \right\},
\]
with $(\xi, v)$-high probability.

The weak semicircle law, i.e., Theorem 3.1 with $\tilde{\xi}$ replacing $\xi$, yields
\[
\Lambda \leq (\varphi_N)^{2\xi} \left( \frac{1}{N^{\eta}} \right)^{1/3} \leq (\varphi_N)^{2\xi} \left( \frac{\lambda^{1/2}}{N^{1/4}} + \frac{1}{N^{\eta}} \right)^{1-2/3},
\]
for $z \in D_L$, $\lambda \in D_\alpha$, with $(\tilde{\xi}, v)$-high probability. Thus (4.2) holds with
\[
\gamma(z) := (\varphi_N)^{11\tilde{c}_1\xi} \left( \frac{\lambda^{1/2}}{N^{1/4}} + \frac{1}{N^{\eta}} \right)^{1-2/3}.
\]
Since $L \geq 40\tilde{e}$, we also have $\gamma(z) \leq (\varphi_N)^{-2\tilde{e}}$. Hence, by Lemma 4.5 we have

$$|(1 - R_z)[v] - R_0[v]|^2 \leq C \frac{\Lambda^2}{\log N} + C(\varphi_N)^{10\tilde{e}} \left( \frac{\lambda}{\sqrt{N}} + \frac{\text{Im} m_{\gamma}(z) + \gamma(z)}{N\eta} \right),$$

for $z \in \mathcal{D}_L$, $\lambda \in \mathcal{D}_{2\eta}$, with $(\tilde{e} - 2, \nu)$-high probability. Since $\text{Im} m_{\gamma} \leq C\alpha$, by Lemma 3.11, this implies (4.40) with $\xi_1 = \tilde{e}$. Also, $\gamma$ satisfies (4.39) with $\xi_2 = \tilde{e}$ and $\tau = 2/3$. Moreover, since $\Lambda \leq \gamma \leq (\varphi_N)^{-2\tilde{e}}$, we have $\Lambda \ll 1$, if $\eta \sim 1$. Therefore, we can apply Lemma 4.6 with $\xi_1 = \xi_2 = \tilde{e}$ to obtain

$$\Lambda \leq (\varphi_N)^{11\tilde{e}} \left( \frac{\lambda^{1/2}}{N^{1/4}} + \frac{1}{N\eta} \right)^{1-1/3},$$

for $z \in \mathcal{D}_L$, $\lambda \in \mathcal{D}_{2\eta}$, with $(\tilde{e} - 2, \nu)$-high probability. Iterating this process $M$ times, we find that

$$\Lambda \leq (\varphi_N)^{11\tilde{e}} \left( \frac{\lambda^{1/2}}{N^{1/4}} + \frac{1}{N\eta} \right)^{1-\tilde{e}(\tilde{e})^M},$$

for $z \in \mathcal{D}_L$, $\lambda \in \mathcal{D}_{2\eta}$, holds with $(\tilde{e} - 2M, \nu)$-high probability. We choose $M = \lfloor \log N/\log 2 \rfloor - 1$, here $\lfloor \cdot \rfloor$ denotes the integer part. Since $\lambda^{1/2}N^{-1/4} + N^{-1/2} = (N\eta)^{-1} \geq cN^{-1}$ on $\mathcal{D}_L$, we get

$$(\frac{\lambda^{1/2}}{N^{1/4}} + \frac{1}{N\eta})^{-\tilde{e}(\tilde{e})^M} \leq C \leq (\varphi_N)^{\tilde{e}}.$$ 

Thus

$$\Lambda \leq (\varphi_N)^{12\tilde{e}} \left( \frac{\lambda^{1/2}}{N^{1/4}} + \frac{1}{N\eta} \right), \quad (4.44)$$

for $z \in \mathcal{D}_L$, $\lambda \in \mathcal{D}_{2\eta}$, with $(\tilde{e} + 2, \nu)$-high probability (the factor of 2 comes from the $-1$ in $M$). This proves (4.43) when

$$\frac{(\varphi_N)^{12\tilde{e}}}{\alpha} \frac{\lambda}{\sqrt{N}} \geq \frac{\lambda^{1/2}}{N^{1/4}}.$$ 

In case

$$\frac{\lambda^{1/2}}{N^{1/4}} \leq (\varphi_N)^{-12\tilde{e}} \alpha \leq \frac{\lambda^{1/2}}{N^{1/4}} + \frac{1}{N\eta},$$

we have

$$\min \left\{ (\varphi_N)^{12\tilde{e}} \frac{\lambda}{\sqrt{N}}, \frac{\lambda^{1/2}}{N^{1/4}} \right\} + \frac{1}{N\eta} \geq \frac{\lambda}{\sqrt{N}} \left( \frac{\lambda^{1/2}}{N^{1/4}} + \frac{1}{N\eta} \right)^{-1} + \frac{1}{N\eta} \geq \frac{1}{2} \left( \frac{\lambda^{1/2}}{N^{1/4}} + \frac{1}{N\eta} \right),$$

and the proof for (4.43) is similar to the above case. Finally, when

$$(\varphi_N)^{-12\tilde{e}} \alpha \geq \frac{\lambda^{1/2}}{N^{1/4}} + \frac{1}{N\eta}, \quad (4.45)$$

set

$$\gamma(z) := (\varphi_N)^{12\tilde{e}} \left( \frac{\lambda^{1/2}}{N^{1/4}} + \frac{1}{N\eta} \right).$$

Then by Lemma 4.5 we have

$$\alpha[v] \leq CA^2 + C(\varphi_N)^{10\tilde{e}} \left( \frac{\alpha + \gamma(z)}{N\eta} \right) + C \frac{\lambda(\varphi_N)^{\tilde{e}}}{\sqrt{N}}.$$
with \((\xi, v)\)-high probability, where we used that \(\text{Im} m_{fc} \leq C\alpha\). Assuming that \((4.45)\) holds and using the definition of \(\gamma\), we have \(\gamma(z) \leq \alpha(z)\), and we get, using \((4.44)\),
\[
|v_1| \leq C(\psi N)^{2\xi} \frac{\lambda}{\alpha \sqrt{N}} + C(\psi N)^{\xi} \left(\frac{1}{N\eta} + \frac{\gamma}{\alpha N\eta}\right)
\leq (\psi N)^{\xi} \left(\frac{\lambda}{\alpha \sqrt{N}} + \frac{1}{N\eta}\right).
\]

Hence, combining \((4.44)\) and \((4.46)\) we find, using a simple lattice argument, \((4.43)\). Inequality \((2.19)\) then follow from \((4.43)\) combined with \((3.29)\).

\[\square\]

V. IDENTIFYING THE LEADING CORRECTIONS IN THE BULK

In this section, we identify the leading correction terms to \(m - m_{fc}\) stemming from the diagonal random matrix \(V\). We define random variables \(\zeta_0(z) \equiv \zeta_0^N(z)\), which only depends on the random variables \((u_i)\), such that, in the bulk of the spectrum, the leading correction term in the estimate on \(|m(z) - m_{fc}(z) - \zeta_0|\) is of order \((N\eta)^{-1}\). This estimate is then used to prove Theorem 2.12.

In this section, we fix \(\xi = \frac{\lambda_0 + \alpha(1)}{2} \log \log N\) and choose \(L \geq 40\xi\).

A. Preliminaries

Recall the notation \(\Lambda = |m - m_{fc}|\) and the definition of \((R_\eta)\) in \((3.32)\). In Lemma 3.11, we showed that \(1 - R_2 \sim \sqrt{\kappa + \eta}, R_3 = \mathcal{O}(1)\), for all \(z \in \mathcal{D}_L, \lambda \in \mathcal{D}_{\lambda_0}\). We will need some more notation. For \(z \in \mathcal{D}_L, \lambda \in \mathcal{D}_{\lambda_0}, n \in \mathbb{N}\), set
\[
r_n(z) \equiv r_n := \frac{1}{N} \sum_{i=1}^{N} \frac{1}{(\lambda, v_i) - z - m_{fc}} - \int \frac{d\mu(v)}{(\lambda, v - z - m_{fc})^2}.
\]
Recall from \((3.36)\) that \(|r_n(z)| \leq (\psi N)^{\xi} \frac{\lambda}{N\eta}\), with high probability, uniformly in \(z \in \mathcal{D}_L\) and \(\lambda \in \mathcal{D}_{\lambda_0}\).

Thus, combining the above observations, we obtain
\[
C^{-1} \sqrt{\kappa + \eta} \leq |1 - R_2 - r_2| \leq C \sqrt{\kappa + \eta}, \quad |R_3 + r_3| \leq C,
\]
for all \(z \in \mathcal{D}_L, \lambda \in \mathcal{D}_{\lambda_0}\), with \((\xi, v)\)-high probability, for some \(C > 1\).

1. Definition of \(\zeta_0\)

In order to define \(\zeta_0 \equiv \zeta_0(z)\), it is convenient to introduce a high-probability event \(\Xi_0\), by requiring that \((5.1)\) holds on it. We define \(\zeta_0\) as the solution to the equation
\[
(1 - R_2 - r_2)\zeta_0(z) = r_1(z) + (R_3 + r_3)\zeta_0(z)^2, \quad z \in \mathbb{C}^+, \quad \lambda \in \mathcal{D}_{\lambda_0},
\]
\[\text{(5.2)}\]
such that \(\zeta_0(z) \rightarrow 0\), as \(\text{Im} z \rightarrow \infty\).

First, note that \(\zeta_0(z), z \in \mathcal{D}_L\), is well-defined on \(\Xi_0\). Second, note that \(\zeta_0\) only depends on \((\eta,\xi,\nu)\), but is independent of the random entries \((w_{ij})\) of the Wigner matrix \(W\). Third, from the discussion in Subsection V.A, we infer:

**Lemma 5.1.** There is a constant \(c > 0\), such that, for \(z \in \mathcal{D}_L, \lambda \in \mathcal{D}_{\lambda_0}\), we have on \(\Xi_0\),
\[
|\zeta_0(z)| \leq (\psi N)^{\xi} \min \left\{ \frac{\lambda^{1/2}}{N^{1/4}}, \frac{\lambda}{\sqrt{\kappa + \eta}}, \frac{1}{\sqrt{N}} \right\},
\]
with \((\xi, v)\)-high probability.

We omit the proof and just remark that it is sufficient to consider the cases \(\kappa + \eta \sim |1 - R_3|^2\) \(\ll |r_j|\) and \(|r_j| \ll |1 - R_3|^2\).

Recall the (strong) self-consistent equation for \(m(z) - m_{fc}(z)\) in \((4.35)\). The definition of \(\zeta_0\) is natural in the sense that it embodies the leading correction to \(m - m_{fc}\) stemming from the random
matrix $V$: Subtracting the defining equation for $\zeta_0$ from the self-consistent equation (4.35), we obtain, after some manipulations,

$$(1 - R_2 - r_2)(m - m_{fc} - \zeta_0) = (R_3 + r_3)(m - m_{fc})^2 - (R_3 + r_3)\zeta_0^2 + O(\Lambda^3)$$

$$+ O\left(\left(\varphi_N\right)^{3/2} \frac{\text{Im} m_{fc} + \Lambda}{N\eta}\right),$$

on some high probability event $\Xi$. Theorem 2.12, now follows easily from analyzing the stability of this equation in the variable $\zeta(z) := m(z) - m_{fc}(z) - \zeta_0(z)$.

### B. Proof of Theorem 2.12

Next, we carry out the details of the proof of Theorem 2.12.

**Proof of Theorem 2.12.** Recall the event $\Xi_0$ defined in (5.1). Let

$$\gamma(z) := \left(\varphi_N\right)^{\frac{3}{2}} \min\left\{ \frac{\lambda}{N^{1/4}}, \frac{\lambda}{\sqrt{k + \eta}} \frac{1}{\sqrt{N}} \right\} + \frac{1}{N\eta}, \quad z \in D_L. \quad (5.3)$$

Choosing $c_1$ sufficiently large in (5.3), we can achieve that $|\zeta_0| \leq \gamma(z)$ on $\Xi_0$. Next, it follows from Theorem 2.10 and Lemmas 4.5 and 3.8, that there is an event $\Xi_1$, having $(\xi, \nu)$-high probability, such that the following holds on it: There is a constant $c_0$ such that $|\Lambda(z)| \leq \gamma(z)$,

$$\max_i |\gamma_i(z)| \leq \left(\varphi_N\right)^{\frac{3}{2}} \frac{\text{Im} m_{fc}(z) + \gamma(z)}{N\eta}, \quad (5.4)$$

and, recalling (4.31),

$$\left| \frac{1}{N} \sum_{i=1}^{N} g^\nu_{i} \gamma_i(z) \right| \leq \left(\varphi_N\right)^{\frac{3}{2}} \left( \frac{\text{Im} m_{fc}(z) + \gamma(z)}{N\eta} \right), \quad (5.5)$$

for $n = 1, 2, 3$, where $\gamma_i = w_{ii} - Z_i - (m^{(0)} - m)$; see (3.18). Since both events $\Xi_0$ and $\Xi_1$ have high probability, the event $\Xi := \Xi_0 \cap \Xi_1$ has $(\xi, \nu)$-high probability, with a slightly smaller $\nu > 0$.

Set $\zeta(z) := m(z) - m_{fc}(z) - \zeta_0(z)$. Subtracting the defining equation of $\zeta_0$, from Eq. (3.34), we obtain, using the bounds in (5.4) and (5.5),

$$(1 - R_2 - r_2)\zeta = (R_3 + r_3)(m - m_{fc})^2 - (R_3 + r_3)\zeta_0^2 + O(\Lambda^3) + O\left(\left(\varphi_N\right)^{3/2} \frac{\text{Im} m_{fc} + \gamma(z)}{N\eta}\right) \quad (5.6)$$

on $\Xi$, for $z \in D_L$, $\lambda \in D_{c_0}$. Let $c_2 > \max\{c_0, c_1\}$ and set

$$\alpha_0(z) := \left(\varphi_N\right)^{\frac{3}{2}} \min\left\{ \frac{\lambda}{N^{1/4}}, \frac{\lambda}{\sqrt{k + \eta}} \frac{1}{\sqrt{N}} \right\} + \frac{1}{N\eta}. \quad (5.7)$$

Thus, on $\Xi$, we have $\Lambda \ll \alpha_0$ and $|\zeta_0| \ll \alpha_0$, for all $z \in D_L, \lambda \in D_{c_0}$.

Recall that we defined the domain $B_L = D_L \cap \{z = E + i\eta \in \mathbb{C} : \sqrt{kE + \eta} \geq (\varphi_N)^{\frac{3}{4}} N^{-1/4}\}$.

Note that we have on the domain $B_L$,

$$\min\left\{ \frac{\lambda^{1/2}}{N^{1/4}}, \frac{\lambda}{\sqrt{k + \eta}} \frac{1}{\sqrt{N}} \right\} \geq \frac{\lambda}{\sqrt{k + \eta}} \frac{1}{\sqrt{N}}.$$

First, consider the case

$$\frac{\lambda}{\sqrt{k + \eta}} \frac{1}{\sqrt{N}} \geq \frac{1}{N\eta}.$$
In this case, we can easily see that
\[ \tilde{\alpha} := \left| \frac{1 - R_2 - r_2}{R_3 + r_3} \right| \geq \alpha_0, \]
on \Xi. Then we obtain from (5.6),
\[ |m - m_{fc} - \zeta_0| \leq \frac{|m - m_{fc} + \zeta_0|}{\alpha_0} |m - m_{fc} - \zeta_0| + C \frac{\lambda^3}{\tilde{\alpha}} \frac{1}{N} \frac{\lambda^2}{N^{3/2}} + \frac{1}{N \eta}, \]
on \Xi. By Lemma 3.11, we have \( K \tilde{\alpha} \geq \sqrt{\kappa + \eta} \sim \text{Im} m_{fc} \) on \( \Xi_0 \), for some constant \( K \), and we obtain, for some \( c > c_2, \)
\[ |m - m_{fc} - \zeta_0| \leq \frac{(\varphi_N)^{\epsilon_2}}{N \eta}, \]
on \Xi, for \( \lambda \in \mathcal{D}_{\lambda_0} \). This finishes the proof. \( \Box \)

VI. DENSITY OF STATES

In this section, we prove Theorems 2.17, 2.18, 2.20, and 2.21. Recall that we denote by \( (\mu_\alpha) \) the eigenvalues of \( H = \lambda V + W \). Define the normalized eigenvalue counting function of \( H \) by
\[ \rho(x) := \frac{1}{N} \sum_{\alpha=1}^{N} \delta(x - \mu_\alpha). \] (6.1)
Then we can write
\[ m(z) = \frac{1}{N} \sum_{i=1}^{N} G_{ii}(z) = \int_{\mathbb{R}} \frac{\rho(x)dx}{x - z}, \quad z \in \mathbb{C}^+. \]

For \( E_1 < E_2 \), we defined in (2.28) the counting functions
\[ n(E_1, E_2) = \frac{1}{N} |\{ \alpha : E_1 < \mu_\alpha \leq E_2 \}|, \quad n(E) = \frac{1}{N} |\{ \alpha : \mu_\alpha \leq E \}|. \]
Similarly, we have denoted
\[ n_{fc}(E_1, E_2) = \int_{E_1}^{E_2} \rho_{fc}(x) \, dx, \quad n_{fc}(E) = \int_{-\infty}^{E} \rho_{fc}(x) \, dx, \]
where \( \rho_{fc} \) stands for the density of the free convolution measure \( \mu_{fc} \).

Throughout this section we fix \( \xi = \frac{\log \log N}{2} \log \log N \) and choose \( L \geq 40\xi \).

**A. Local density of states**

Recall that \( k_E := \min |E - L_i|, \ i = 1, 2 \). In the following, we set \( \eta := N^{-1} \). The first part of Theorem 2.17, Inequality (2.29), is an immediate consequence of the next two lemmas. Their proofs follow closely the proof of Lemmas 8.1 and 8.2 in Ref. 12.

**Lemma 6.1.** Let \( \eta := N^{-1} \). For any \( E_1 < E_2 \) in \( [-E_0, E_0] \), we define \( f(x) \equiv f_{E_1, E_2, \eta}(x) \) to be an indicator function of the interval \([E_1, E_2]\), smoothed out on a scale \( \eta \), i.e., \( f(x) = 1 \), for \( x \in [E_1, E_2] \), \( f(x) = 0 \), for \( x \in [E_1 - \eta, E_2 + \eta]^{c} \), \( |f''(x)| \leq C\eta^{-1} \) and \( |f''(x)| \leq C\eta^{-2} \). Assume that the event,
\[ \bigcap_{\lambda \in \mathcal{D}_\eta} \left\{ |m(z) - m_{fc}(z)| \leq (\varphi_N)\lambda^\frac{1}{2} \left( \min \left\{ \frac{\lambda^{1/2}}{N^{1/4}}, \frac{\lambda}{\sqrt{k_E + \eta N}} \right\} + \frac{1}{N\eta} \right) \right\} \tag{6.2} \]
holds with \((\xi, \nu)\)-high probability with \( L := C_0\xi \), for some constant \( C_0 > 0 \). Abbreviate
\[ \kappa := \min\{k_{E_1}, k_{E_2}\}, \quad \mathcal{E} := \max\{E_2 - E_1, (\varphi_N)^2 N^{-1}\}. \]

Then, we have
\[ \left| \int_{\mathbb{R}} f(x) (\rho - \rho_{fc})(x) \, dx \right| \leq (\varphi_N)\xi \left( \frac{1}{N} + \frac{\mathcal{E}\kappa}{N^{1/2}} \right), \tag{6.3} \]
with \((\xi, \nu)\)-high probability, for some \( c > c_0 \).

**Proof.** For convenience denote
\[ \rho^\Delta := \rho - \rho_{fc}, \quad m^\Delta := m - m_{fc}. \]

We use the Helffer-Sjöstrand formula. We set \( \gamma_0 := (\varphi_N)^2 N^{-1} \) and choose a smooth cut-off function \( \chi \) such that
\[ \chi(y) = 1, \quad \text{on} \quad [-\mathcal{E}, \mathcal{E}]; \quad \chi(y) = 0, \quad \text{on} \quad [-2\mathcal{E}, 2\mathcal{E}]^{c}; \quad |\chi'(y)| \leq \frac{C}{\mathcal{E}}. \tag{6.4} \]

Starting from the Helffer-Sjöstrand formula,
\[ f(w) = \frac{1}{2\pi} \int_{\mathbb{R}^2} \frac{iyf''(x)\chi(y) + if(x) + iyf'(x)\chi'(y)}{w - x - iy} \, dx \, dy, \tag{6.5} \]
we obtain
\[ \left| \int_{\mathbb{R}} f(w) \rho^\Delta(w) \, dw \right| \leq C \int_{\mathbb{R}} dx \int_{0}^{\infty} dy(|f(x)| + |y||f'(x)||\chi'(y)||m^\Delta(x + iy)| \\
+ \frac{C}{\mathcal{E}} \int_{\eta}^{\infty} dy f''(x)\chi(y)y \Im m^\Delta(x + iy) + C \int_{\eta}^{\infty} dy f''(x)\chi(y)y \Im m^\Delta(x + iy) \right| \tag{6.6} \]
Using that $\chi'$ is supported on $[\xi, 2\xi]$, we can bound the first term on the right side of the above inequality by

$$
\frac{\langle \phi_N \rangle^\xi}{\xi} \int dx \int_\xi^{2\xi} dy \left( |f(x)| + y |f'(x)| \right) \left( \frac{\lambda}{\sqrt{\kappa} + \xi \sqrt{N}} + \frac{1}{N} \right) \leq \langle \phi_N \rangle^\xi \left( \frac{\xi \lambda}{\sqrt{\kappa} + \xi \sqrt{N}} + \frac{1}{N} \right),
$$

(6.7)

with $(\xi, \nu)$-high probability. In order to bound the two remaining terms in (6.6), we first bound the imaginary part of $m^\lambda(x + iy)$. For $y \geq y_0$, we can use (6.2). So assume that $0 < y < y_0$. Using the spectral decomposition of $\lambda V + W$, it is easy to see that the function $y \mapsto y \text{Im} m(x + iy)$ is monotone increasing. Thus,

$$
y \text{Im} m(x + iy) \leq y_0 \text{Im} m(x + iy_0) \leq y_0 \text{Im} m_{fc}(x + iy_0) + \langle \phi_N \rangle^\xi y_0 \left( \frac{\lambda^{1/2}}{N^{1/4}} + \frac{1}{N y_0} \right), \quad (y \leq y_0).
$$

(6.8)

Recalling that, by Lemma 3.2, we have $\text{Im} m_{fc}(x + iy) \leq C \sqrt{\kappa} + y$, we get

$$
y \text{Im} m(x + iy) \leq y_0 C \sqrt{\kappa} + y + \langle \phi_N \rangle^\xi y_0 \left( \frac{\lambda^{1/2}}{N^{1/4}} + \frac{1}{N y_0} \right) \leq \frac{\langle \phi_N \rangle^\xi}{N}, \quad (y \leq y_0),
$$

(6.9)

with $(\xi, \nu)$-high probability. Using that $y \leq y_0 = (\phi_N)^2 N^{-1}$, we can now easily bound

$$
|y \text{Im} m^\lambda(x + iy)| \leq \frac{\langle \phi_N \rangle^\xi}{N}, \quad (y \leq y_0),
$$

(6.10)

with $(\xi, \nu)$-high probability. Since by assumption we have $\eta \leq y_0$, we can bound the second term on the right side of (6.6) by

$$
\frac{\langle \phi_N \rangle^\xi}{N} \int dx |f''(x)| \int_0^\eta dy \chi(y) \leq \frac{\langle \phi_N \rangle^\xi}{N},
$$

(6.11)

with $(\xi, \nu)$-high probability, where we used that the support of $f''$ has measure $O(\eta)$. To bound the third term on the right side of (6.6), we integrate by parts, first in $x$ then in $y$ to find the bound

$$
C \left| \int dx \int_\eta^\infty df'(x)\eta \text{Re} m^\lambda(x + iy) \right| + C \left| \int dx \int_0^\infty dy f'(x)\chi(y) y \text{Re} m^\lambda(x + iy) \right|

+ C \left| \int dx \int_\eta^\infty dy f'(x)\chi(y) y \text{Re} m^\lambda(x + iy) \right|.
$$

(6.12)

The second term in (6.12) can be bounded similarly to the first term of (6.6) and we obtain

$$
\left| \int dx \int_\eta^\infty dy f'(x)\chi(y) y \text{Re} m^\lambda(x + iy) \right| \leq \langle \phi_N \rangle^\xi \left( \frac{\xi \lambda}{\sqrt{\kappa} + \xi \sqrt{N}} + \frac{1}{N} \right),
$$

(6.13)

with $(\xi, \nu)$-high probability. To bound the first and the third term in (6.12), we write, for $y \leq y_0$,

$$
|m^\lambda(x + iy)| \leq |m^\lambda(x + iy_0)| + \int_y^{y_0} du \left( |\delta_u m(x + iu)| + |\delta_u m_{fc}(x + iu)| \right).
$$

(6.14)

The first term on the right side of (6.14) can be estimated using (6.2). For the others we observe that the Ward identity (3.9) implies, for $u \leq y_0$,

$$
|\delta_u m(x + iu)| = \frac{1}{N} \text{Tr} G^2(x + iu) \leq \frac{1}{N} \sum_{i,j=1}^N |G_{ij}(x + iu)|^2 = \frac{1}{u} \text{Im} m(x + iu) \leq \frac{1}{u^2} y_0 \text{Im} m(x + iy_0).
$$

Similarly, we obtain

$$
|\delta_u m_{fc}(x + iu)| \leq \int \frac{\rho_{fc}(t) \, dt}{|t - x - iu|^2} = \frac{1}{u} \text{Im} m_{fc}(x + iu) \leq \frac{1}{u^2} y_0 \text{Im} m_{fc}(x + iy_0).
$$
From (6.14) we hence obtain

$$|m^\Delta(x + iy)| \leq (\varphi_N)^{\xi} \left( 1 + \int_y^{y_0} \frac{\text{d}u}{u^2} \right) \leq (\varphi_N)^{\xi} \frac{y_0}{y}, \quad (y \leq y_0), \quad (6.15)$$

with $(\xi, \nu)$-high probability. Thus we can bound the first term on the right side of (6.12) by

$$\left| \int \text{d}x f'(x) \Re m^\Delta(x + i\eta) \right| \leq (\varphi_N)^{\xi} \frac{y_0}{N}, \quad (6.16)$$

with high probability. To bound the third term on the right side of (6.12), we split the integration in the $y$ variable into the pieces $[\eta, y_0)$ and $[y_0, \infty)$. Using (6.15) we can bound the first piece by

$$\int dx |f'(x)| \int_y^{y_0} \text{d}y |m^\Delta(x + iy)| \leq (\varphi_N)^{\xi} \frac{y_0}{N},$$

with high probability. For the second integration piece we find

$$\int dx |f'(x)| \int_{y_0}^{2\xi} \text{d}y |m^\Delta(x + iy)| \leq (\varphi_N)^{\xi} \int dx |f'(x)| \int_{y_0}^{2\xi} \text{d}y \left( \frac{\lambda}{\sqrt{x + y}} + \frac{1}{\sqrt{N}} \right) + \frac{1}{N y} \right),$$

$$\leq (\varphi_N)^{\xi} \left( \frac{1}{N} + \frac{\lambda}{\sqrt{N}} \int_{y_0}^{2\xi} \text{d}y \left( \frac{\lambda}{\sqrt{x + y}} + \frac{1}{\sqrt{N}} \right) \right),$$

with high probability. Adding all the contributions together, we have proven that

$$\left| \int_{\mathbb{R}} f(w) \rho^\Delta(w) \text{d}w \right| \leq (\varphi_N)^{\xi} \left( \frac{1}{N} + \frac{\lambda}{\sqrt{N}} \right),$$

with $(\xi, \nu)$-high probability. \hfill $\square$

As a simple corollary, we obtain

Corollary 6.2. Under the assumptions of Lemma 6.1, there is $c > 0$ such that, for any $-E_0 \leq E_1 < E_2 \leq E_0$,

$$\left| (n(E_2) - n(E_1)) - (n_{f_c}(E_2) - n_{f_c}(E_1)) \right| \leq (\varphi_N)^{\xi} \left( \frac{1}{N} + \frac{\lambda}{\sqrt{N}} \right), \quad (6.17)$$

with $(\xi, \nu)$-high probability.

Proof. Observe that, for $\eta = N^{-1}$,

$$|n(x + \eta) - n(x - \eta)| \leq C \eta \text{Im} m(x + i\eta) \leq (\varphi_N)^{\xi} \frac{y_0}{N},$$

with $(\xi, \nu)$-high probability, where we used (6.8). Hence,

$$\left| n(E_1) - n(E_2) - \int_{\mathbb{R}} f(w) \rho(w) \text{d}w \right| \leq C \sum_{i=1,2} (n(E_i + \eta) - n(E_i - \eta)) \leq (\varphi_N)^{\xi} \frac{y_0}{N}, \quad (6.18)$$

with $(\xi, \nu)$-high probability. Moreover, since $\rho_{f_c}$ is a bounded function, we find

$$\left| n_{f_c}(E_1) - n_{f_c}(E_2) - \int_{\mathbb{R}} f(w) \rho_{f_c}(w) \text{d}w \right| \leq C \eta = \frac{C}{N}.$$

Combination with the claims of Lemma 6.1 yields the statements. \hfill $\square$

The first statement of Theorem 2.17, i.e., (2.29), now follows easily from the two preceding lemmas.
B. Bulk fluctuations

The aim of this section is to prove the second part of Theorem 2.17, i.e., Inequality (2.30). Recall the definition of the random variables $\xi_0$ in (5.2). Since we will restrict the discussion to the bulk of the spectrum, we may use slightly modified random variables, $\tilde{\xi}_0(z) \equiv \tilde{\xi}_0^{N}(z)$, approximating $\xi_0$ in the bulk that are easier to handle in computations.

1. Definition of $\tilde{\xi}_0$

We define a random variable $\tilde{\xi}_0(z) \equiv \tilde{\xi}_0^{N}(z)$ by

$$
\tilde{\xi}_0(z) = (1 - R_2(z))^{-1} \left( \frac{1}{N} \sum_{i=1}^{N} \frac{1}{\lambda v_i - z - m_{f_c}(z)} - m_{f_c}(z) \right),
$$

(6.19)

for $z \in \mathbb{C}^+$, $\lambda \in \mathcal{D}_{\lambda_0}$, where $(R_2)$ have been defined in (3.32). Recall that, $1 - R_2(z) \sim \sqrt{\kappa + \eta}$. Hence, by the large deviation estimate (3.36),

$$
|\tilde{\xi}_0(z)| \leq \frac{(\varphi_N)^{c} \lambda}{\sqrt{\kappa E + \eta \sqrt{N}}}, \quad (z = E + i \eta),
$$

(6.20)

with $(\xi, \nu)$-high probability, for some $c$, uniformly in $z \in \mathcal{D}_L$ and $\lambda \in \mathcal{D}_{\lambda_0}$. Also note that $\tilde{\xi}_0$ approximates the random variables $\xi_0$ in the bulk: Since $1 - R_2 \sim 1$ away from the spectral edge, it is straightforward to show that $|\xi_0(z) - \tilde{\xi}_0(z)| = O(N^{-1})$, with high probability for such $z$.

**Lemma 6.3.** Under the assumptions of Theorem 2.17, there is $c > 0$ such that the event

$$
\bigcap_{z \in \mathcal{D}_L} \bigcap_{\lambda \in \mathcal{D}_{\lambda_0}} \left\{ |m(z) - m_{f_c}(z) - \tilde{\xi}_0(z)| \leq (\varphi_N)^{c} \left( \min \left\{ \frac{\lambda}{\sqrt{\kappa E + \eta \sqrt{N}}}, \frac{\lambda^2}{(\kappa E + \eta)^{3/2}}, \frac{1}{N \eta} \right\} + \frac{1}{N \eta} \right) \right\},
$$

(6.21)

where $z = E + i \eta$, has $(\xi, \nu)$-high probability.

We omit the proof of this lemma since it is similar to the proof of Theorem 2.12. Note, however, that the estimate in (6.21), deteriorates at the spectral edge and we have to restrict the discussion below mostly to the bulk of the spectrum.

Next, we show that the random variable $\tilde{\xi}_0(z), z = E + i \eta$, is a slowly varying function of $E$ (for fixed $\eta$), in the bulk of the spectrum.

**Lemma 6.4.** Under the assumptions of Theorem 2.17, the event

$$
\bigcap_{z \in \mathcal{D}_L} \bigcap_{\lambda \in \mathcal{D}_{\lambda_0}} \left\{ \left| \frac{\partial \tilde{\xi}_0(E + i \eta)}{\partial E} \right| \leq \frac{(\varphi_N)^{2c} \lambda}{(\kappa E + \eta)^{3/2} \sqrt{N}} \right\},
$$

has $(\xi, \nu)$-high-probability.

**Proof.** Recalling the definition of $\tilde{\xi}_0$ in (6.19), we compute, for $z \in \mathcal{D}_L, \lambda \in \mathcal{D}_{\lambda_0},$

$$
\frac{\partial \tilde{\xi}_0(E + i \eta)}{\partial E} = \left( \frac{\partial}{\partial E} \frac{1}{1 - R_2(z)} \right) \left( \frac{1}{N} \sum_{i=1}^{N} Q_{v_i} \frac{1}{\lambda v_i - z - m_{f_c}(z)} \right)
$$

$$
+ \frac{1}{1 - R_2(z)} \left( \frac{1}{N} \sum_{i=1}^{N} Q_{v_i} \frac{1}{(\lambda v_i - z - m_{f_c}(z))^2} \right) \left( 1 + m'_{f_c}(E + i \eta) \right),
$$

where we abbreviate $m'_{f_c}(E + i \eta) \equiv \frac{\partial m_{f_c}(E + i \eta)}{\partial E}$ and $Q_{v_i} := 1 - E_{v_i}$, where $E_{v_i}$ denotes the partial expectation with respect the random variable $v_i$. Differentiating the functional equation (2.9) for
hence,

\[ |1 + m_f'(E + i\eta)| = \frac{1}{|1 - R_2(E + i\eta)|} \leq \frac{K}{\sqrt{\kappa_E + \eta}}, \]

for some constant \( K > 1 \), where we used Lemma 3.2. Similarly,

\[
\frac{\partial}{\partial E} \frac{1}{1 - R_2(E + i\eta)} = \frac{2(1 + m_f'(E + i\eta))}{(1 - R_2(E + i\eta))^2} \int \frac{d\mu(v)}{(\lambda v - z - m_f(E + i\eta))^3}
\]

\[
= \frac{2(1 + m_f'(E + i\eta))R_3(E + i\eta)}{(1 - R_2(E + i\eta))^2},
\]

and hence, by Lemma 3.2,

\[
\frac{\partial}{\partial E} \frac{1}{1 - R_2(E + i\eta)} \leq \frac{C}{(\kappa_E + \eta)^{3/2}},
\]

for some constant \( C \). The terms involving the \( Q_n \) can be bounded by the large deviation estimates (3.36). Uniformity in \( \lambda \) and \( \eta \) follows from a lattice argument using the stability bound (3.5).

Next, let \( f(x) \equiv f_{E_1, E_2, \eta}(x) \) be an indicator function of the interval \([E_1, E_2]\), smoothed out on scale \( \eta = N^{-1} \). Let \( \chi(y) \) be a smooth cut-off function as defined in (6.4). We set \( m^\Delta := m - m_f \). Appealing to the discussion in Sec. VI A, we define

\[
\tilde{\chi}_0(E_1, E_2) := \frac{1}{2\pi} \int_{R^2} dx \, dy \left( iEf''(x)\chi(y) + if(x)\chi'(y)\right) \tilde{\zeta}_0(x + iy), \quad (6.22)
\]

where we extend \( \tilde{\zeta}_0 \) to the lower half-plane as \( \tilde{\zeta}_0(z) = \bar{\zeta}_0(z), z \in \mathbb{C}^+ \).

**Lemma 6.5.** There is a constant \( c > 0 \) such that, for \( E_1 < E_2 \) with \( E_1, E_2 \in [-E_0, E_0] \) and for \( \lambda \in \mathcal{D}_N \), we have

\[
|\tilde{\chi}_0(E_1, E_2)| \leq (\varphi_N)^{\xi} \frac{E^2 \lambda}{(\kappa + \xi)^{3/2}} \frac{1}{\sqrt{N}}, \quad (6.23)
\]

with \((\xi, \nu)\)-high probability, where \( E = \max\{E_2 - E_1, (\varphi_N)^{L^{-1}}N^{-1}\} \) and \( \kappa = \min\{|E_i - L_i|: i = 1, 2\} \).

Choosing the energies \( E_1, E_2 \), such that \( \min\{\kappa_{E_1}, \kappa_{E_2}\} \geq \kappa \), for some fixed \( \kappa > 0 \), we obtain

\[
|\tilde{\chi}_0(E_1, E_2)| \leq C_{\kappa}(\varphi_N)^{\xi} \frac{E^2 \lambda}{\sqrt{N}}, \quad (6.24)
\]

with \((\xi, \nu)\)-high probability, for some constant \( C_{\kappa} \), depending on \( \kappa \).

**Proof.** Starting from the definition of \( \tilde{\zeta}_0 \), we find

\[
|\tilde{\chi}_0(E_1, E_2)| \leq C \left| \int dx \int_0^\infty dy \, f(x)\chi'(y)\tilde{\zeta}_0(x + iy) \right| + \left| \int dx \int_0^\infty dy \, yf''(x)\chi'(y)\tilde{\zeta}_0(x + iy) \right|
\]

\[
+ C \left| \int dx \int_0^{2E} dy \, yf''(x)\chi(y)\text{Im} \tilde{\zeta}_0(x + iy) \right|. \quad (6.25)
\]
To bound the first term on the right side of (6.25) we integrate by part in the variable $y$ to find, with $(\xi, \nu)$-high probability,

$$
\left| \int dx f(x) \int_\mathcal{E} dy \chi(y) \tilde{\zeta}_0(x + iy) \right| = \left| \int dx f(x) \int_\mathcal{E} dy \chi(y) \partial_x \tilde{\zeta}_0(x + iy) \right|
$$

$$
= \left| \int dx f(x) \int_\mathcal{E} dy \chi(y) \partial_x \tilde{\zeta}_0(x + iy) \right|
$$

$$
\leq (\varphi_N)^{\xi^2} \left| \int dx f(x) \int_\mathcal{E} dy \chi(y) \frac{\lambda}{(\kappa_x + \mathcal{E})^{3/2}} \frac{1}{\sqrt{N}} \right|
$$

$$
\leq (\varphi_N)^{\xi^2} \frac{\mathcal{E} \lambda}{(\kappa + \mathcal{E})^{3/2}} \frac{1}{\sqrt{N}} ,
$$

(6.26)

where we used in the second line that $\tilde{\zeta}_0(z)$ in an analytic function in the upper half plane, and in the third line we used Lemma 6.4. In the fourth line we used that $\kappa_x \geq \kappa = \min\{\kappa_{E_1}, \kappa_{E_2}\}$. Finally, we used that $f$ is supported on $[E_1 - \eta, E_2 + \eta]$, $\eta = N^{-1}$.

To bound the second term on the right side of (6.25), we integrate by part in the variable $x$ and find, similarly to the computation above,

$$
\left| \int_{E_{1-\eta}}^{E_{1+\eta}} dx \int_0^\infty dy f'(x) \chi'(y) \tilde{\zeta}_0(x + iy) \right| = \left| \int_{E_{1-\eta}}^{E_{1+\eta}} dx \int_0^\infty dy f(x) \chi'(y) \partial_y \tilde{\zeta}_0(x + iy) \right|
$$

$$
\leq (\varphi_N)^{\xi^2} \int_{E_{1-\eta}}^{E_{1+\eta}} dx \int_\mathcal{E} dy f(x) \chi'(y) \frac{\lambda}{(\kappa_x + \mathcal{E})^{3/2}} \frac{1}{\sqrt{N}}
$$

$$
\leq (\varphi_N)^{\xi^2} \frac{\lambda}{(\kappa + \mathcal{E})^{3/2}} \frac{1}{\sqrt{N}} \int_{E_{1-\eta}}^{E_{1+\eta}} dx f(x) \int_\mathcal{E} dy \frac{\chi}{y}
$$

$$
\leq (\varphi_N)^{\xi^2} \frac{\mathcal{E}^2 \lambda}{(\kappa + \mathcal{E})^{3/2}} \frac{1}{\sqrt{N}} ,
$$

(6.27)

with $(\xi, \nu)$-high probability.

Finally, the third term in (6.25) can be bounded by integrating by parts in $x$ to obtain

$$
\left| \int dx \int_0^{2\mathcal{E}} dy f''(x) \chi(y) y \text{Im} \tilde{\zeta}_0(x + iy) \right| = \left| \int dx \int_0^{2\mathcal{E}} dy f''(x) \chi(y) y \partial_y \tilde{\zeta}_0(x + iy) \right|
$$

$$
\leq (\varphi_N)^{\xi^2} \int_0^{2\mathcal{E}} dy \frac{\lambda y}{(\kappa + y)^{3/2}} \frac{1}{\sqrt{N}}
$$

$$
\leq (\varphi_N)^{\xi^2} \frac{\mathcal{E}^2 \lambda}{(\kappa + \mathcal{E})^{3/2}} \frac{1}{\sqrt{N}} ,
$$

(6.28)

with $(\xi, \nu)$-high probability. Adding up the estimates (6.26), (6.27), and (6.28) yields the claim. $\square$

2. Local eigenvalue density in the bulk

In this subsection, we show that we can control the difference $n(E_2) - n(E_1)$ in terms of $n_{\kappa}(E_2) - n_{\kappa}(E_1)$ in the bulk of the spectrum up to an optimal error: Fix some $\kappa > 0$. We consider energies $E_1 < E_2$, such that $\min\{\kappa_{E_1}, \kappa_{E_2}\} \geq \kappa$, $L_1 < E_1 < E_2 < L_2$, and $E_2 - E_1 \geq (\varphi_N)^{\xi^2} N^{-1}$. We denote with $C_{\kappa}$ constants that only depend on $\kappa$ (with $C_{\kappa} \to \infty$, as $\kappa \to 0$).

As above, let $f(x) \equiv f_{E_1, E_2}(x)$ be an indicator function of the interval $[E_1, E_2]$, smoothed out on scale $\eta = N^{-1}$. Let $\chi(y)$ be a smooth cut-off function as defined in (6.4) and let $m^\Delta := m - m_{f_{E_1}}$.

Define

$$
\mathcal{X}_i(E_1, E_2) := \frac{1}{2\pi} \int_{\mathbb{R}} (iyf''(x) \chi(y) + i(f(x) + iyf'(x))\chi'(y)) m^\Delta(x + iy) ,
$$

(6.29)
and recall the definition of $\mathcal{X}_0$ in (6.22),
\begin{equation}
\mathcal{X}_0(E_1, E_2) := \frac{1}{2\pi} \int_{\mathbb{R}^2} (iyy''(x)\chi(y) + i(f(x) + iyy'(x))\chi'(y))\tilde{\zeta}_0(x + iy).
\end{equation}

Here we implicitly assume that the functions $f$ and $\chi$ in both definitions agree.

Following the discussion given in Sec. VI A, one easily sees that
\begin{equation}
\left| (n(E_1, E_2) - n_{f,\epsilon}(E_1, E_2)) - \mathcal{X}_1(E_1, E_2) \right| \leq \frac{(\varphi_N)^{\xi}}{N},
\end{equation}
with $(\xi, \nu)$-high probability. Recalling the estimate on $\mathcal{X}_0$ in (6.23), we observe that it suffices to bound $\mathcal{X}_1 - \mathcal{X}_0$ in order to control the density of states.

**Lemma 6.6.** Let $L_1 < E_1 < E_2 < L_2$, with $\min(\kappa_{E_1}, \kappa_{E_2}) \geq \kappa$ and $E_2 - E_1 \geq (\varphi_N)^{\xi} N^{-1}$. Then
\begin{equation}
|\mathcal{X}_1(E_1, E_2) - \mathcal{X}_0(E_1, E_2)| \leq C_{\varphi}(\varphi_N)^{\xi} \frac{1}{N},
\end{equation}
with $(\xi, \nu)$-high probability. The constant $c > 0$ can be chosen independent of $E_1$, $E_2$ and $\lambda \in \mathcal{D}_{\rho_0}$.

**Proof.** We set $y_0 := (\varphi_N)^{\xi} N^{-1}$ and abbreviate $\tilde{\zeta}(z) = m(z) - m_f(z) - \tilde{\zeta}_0(z)$. Using the definition of $\tilde{\zeta}_0$, we find
\begin{equation}
|\mathcal{X}_1 - \mathcal{X}_0|(E_1, E_2) = C \int dx \int_0^\infty \left| f(x) + y f'(x) \right| \chi(x) \tilde{\zeta}(x + iy) + C \int dx \int_0^\infty \left| y f'(x) \right| \chi(x) \tilde{\zeta}(x + iy)
\end{equation}
\begin{equation}
+ C \int dx \int_0^\infty \left| y f'(x) \right| \chi(x) \tilde{\zeta}(x + iy) \leq \frac{C_{\varphi}(\varphi_N)^{\xi}}{N},
\end{equation}
with $(\xi, \nu)$-high probability.

The second term on the right side of (6.33) is, by (6.20), bounded by
\begin{equation}
\int dx \int_0^{y_0} \left| y f'(x) \right| \chi(x) \tilde{\zeta}(x + iy) \leq \frac{(\varphi_N)^{\xi}}{\eta} \int_0^{y_0} \chi(x) \frac{1}{\sqrt{k + y}} \frac{1}{\sqrt{N}}
\end{equation}
\begin{equation}
\leq \frac{(\varphi_N)^{\xi}}{\eta} \int_0^{y_0} \chi(x) \frac{1}{\sqrt{N}} \frac{1}{N}
\end{equation}
\begin{equation}
\leq \frac{(\varphi_N)^{\xi}}{N},
\end{equation}
with $(\xi, \nu)$-high probability.

To control the third term, we note that both functions $y \mapsto y \text{ Im } m(x + iy)$, $y \text{ Im } m_f(x + iy)$, are monotone increasing. Thus we get from (6.2),
\begin{equation}
\begin{aligned}
y \text{ Im } m(x + iy) \leq y_0 \text{ Im } m(x + iy) & \leq \frac{(\varphi_N)^{\xi}}{\eta} \left( \sqrt{k_1 + y_0} + \frac{1}{Ny_0} \right) \leq \frac{(\varphi_N)^{\xi}}{N}, \quad (y \leq y_0),
\end{aligned}
\end{equation}
and
\begin{equation}
\begin{aligned}
y \text{ Im } m_f(x + iy) \leq y_0 \text{ Im } m_f(x + iy) & \leq C y_0 \sqrt{k_2 + y_0}, \quad (y \leq y_0).
\end{aligned}
\end{equation}
Since $y_0 = (\varphi_N)N^{-1}$, this yields
\[ y \Im \tilde{\zeta}(x + iy) \leq (\varphi_N)^{\frac{\xi}{N}}, \quad (y \leq y_0), \quad (6.36) \]
with $(\xi, \nu)$-high probability. The third term on the right side of (6.33) is thus bounded as
\[ \left| \int dx \int_{y_0}^{y_0} dy f''(x) \chi(y) y \Im m^2(x + iy) \right| \leq \frac{(\varphi_N)^{\xi}}{N} \int dx |f''(x)| \int_{0}^{y_0} dy \chi(y) \leq \frac{(\varphi_N)^{\xi}}{N}, \quad (6.37) \]
with $(\xi, \nu)$-high probability.

To bound the fourth term in (6.33), we integrate first by parts in the variable $x$ and then in $y$, to find the bound
\[ \left| \int dx \int_{y_0}^{2E} dy f'(x) \partial_x (\chi(y) y) \Re \tilde{\zeta}(x + iy) \right| + \left| \int dx f'(x) \chi(y_0) y_0 \Re \tilde{\zeta}(x + iy_0) \right|. \quad (6.38) \]

Using the a priori high probability bounds
\[ |m^2(x + iy_0)| \leq (\varphi_N)^{\xi} \left( \frac{\lambda^{1/2}}{N^{1/4}} + \frac{1}{N y_0} \right) \leq (\varphi_N)^{\xi}, \quad |\tilde{\zeta}(x + iy)| \leq (\varphi_N)^{\xi} \frac{\lambda}{\sqrt{k_x + y_0 \lambda}} \frac{1}{\sqrt{N}} \leq (\varphi_N)^{\xi}, \]
we bound the second term on the right side of (6.38) as
\[ \left| \int dx f'(x) y_0 \tilde{\zeta}(x + iy_0) \right| \leq (\varphi_N)^{\xi} y_0 \leq \frac{(\varphi_N)^{\xi}}{N} y_0, \]
with $(\xi, \nu)$-high probability. It remains to bound the first term in (6.38),
\[ \left| \int dx \int_{y_0}^{2E} dy f'(x) \partial_y (\chi(y) y) \Re \tilde{\zeta}(x + iy) \right| \leq \left| \int dx \int_{y_0}^{2E} dy f'(x) \chi'(y) y \Re \tilde{\zeta}(x + iy) \right| \]
\[ + \left| \int dx \int_{y_0}^{2E} dy f'(x) \chi(y) \Re \tilde{\zeta}(x + iy) \right|. \quad (6.39) \]

For the first term on the right side, we use (6.21) to find
\[ \left| \int dx \int_{y_0}^{2E} dy f'(x) \chi'(y) y \Re \tilde{\zeta}(x + iy) \right| \leq C_{\varphi}(\varphi_N)^{\xi} \frac{1}{N}, \]
with $(\xi, \nu)$-high probability. Using once more (6.21), we bound the second term on the right side of (6.39) as
\[ \left| \int dx \int_{y_0}^{\infty} dy f'(x) \chi(y) \Re \tilde{\zeta}(x + iy) \right| \leq C_{\varphi}(\varphi_N)^{\xi} \int_{y_0}^{2E} dy \frac{1}{\xi N} \leq (\varphi_N)^{\xi} \frac{1}{N}, \quad (6.40) \]
with $(\xi, \nu)$-high probability. Adding up the different contributions, we find (6.32).

To conclude this subsection, we prove (2.30) of Theorem 2.17:

**Proof of (2.30).** Let $E_1 < E_2$. Then we have from (6.31)
\[ |\eta(E_1, E_2) - n_{f,c}(E_1, E_2)| \leq |\mathcal{X}_1(E_1, E_2)| + C(\varphi_N)^{\xi} \frac{1}{N} \]
\[ \leq |\mathcal{X}_0(E_1, E_2)| + |\mathcal{X}_1(E_1, E_2) - \mathcal{X}_0(E_1, E_2)| + C(\varphi_N)^{\xi} \frac{1}{N}, \]
with $(\xi, \nu)$-high probability. Using Lemma 6.5 and Lemma 6.6, we therefore get
\[ |\eta(E_1, E_2) - n_{f,c}(E_1, E_2)| \leq C_{\varphi}(\varphi_N)^{\xi} \left( \frac{1}{N} + \frac{\lambda^2 \epsilon^2}{\sqrt{N}} \right), \]
with $(\xi, \nu)$-high probability. Inequality (2.30) follows by choosing $E_2 - E_1 \geq (\varphi_N)^{\xi} N^{-1}$.  \[\square\]
C. Eigenvalue spacing in the bulk

In this subsection, we prove Theorem 2.18.

Proof of Theorem 2.18. Let \( \lambda \in D_{x_0} \). Starting from the identity
\[
\frac{i - j}{N} = n(\mu_i) - n(\mu_j),
\]
we obtain from (2.30) that
\[
n_{f_c}(\mu_i) - n_{f_c}(\mu_j) = \frac{i - j}{N} + \mathcal{O}\left( (\varphi_N)^{\xi}(\frac{\mu_i - \mu_j}{\sqrt{N}})^2 \right) + \mathcal{O}\left( (\varphi_N)^{\xi} \frac{1}{N} \right),
\]
with \((\xi, \nu)\)-high probability, for some \( c \) large enough. Then, using \( n_{f_c}(\mu_i) - n_{f_c}(\mu_j) = (\mu_i - \mu_j)\mu'_{f_c}(\mu'_i) \), for some \( \mu'_i \in [\mu_i, \mu_j] \),
\[
\frac{|i - j|}{N \rho_{f_c}(\mu'_i)} = \frac{i - j}{N} + \mathcal{O}\left( (\varphi_N)^{\xi}(\frac{\mu_i - \mu_j}{\sqrt{N}})^2 \right) + \mathcal{O}\left( (\varphi_N)^{\xi} \frac{1}{N} \right),
\]
where we used that \( n'_{f_c}(\mu'_i) = \rho_{f_c}(\mu'_i) > 0 \) and \( 1/C' < \rho_{f_c} < C' \) in the bulk for some constant \( C' > 1 \), depending on \( \lambda \) and \( \mu \). Since \( |\mu_i - \mu_j| = \mathcal{O}(1) \), we have
\[
(\varphi_N)^{\xi}(\frac{\mu_i - \mu_j}{\sqrt{N}})^2 \ll |\mu_i - \mu_j|,
\]
which shows that the second term in the right side of (6.41) can be absorbed into the left side. Similarly, the last term on the right side can be absorbed into the first term in the right side, as we can see from the condition \(|i - j| \gg (\varphi_N)^{\xi} \). Thus,
\[
C_1 \frac{|i - j|}{N} \leq |\mu_i - \mu_j| \leq C_2 \frac{|i - j|}{N},
\]
with \((\xi, \nu)\)-high probability for some constants \( C_1, C_2 > 0 \). This proves the first part of the theorem.

If \(|i - j| \leq (\varphi_N)^{\xi} N^{1/2} \), we find from (6.42) that \(|\mu_i - \mu_j| \leq C_2 (\varphi_N)^{\xi} N^{-1/2} \). In this case,
\[
(\varphi_N)^{\xi}(\frac{\mu_i - \mu_j}{\sqrt{N}})^2 \ll \frac{1}{N},
\]
with high probability. Furthermore, since \( |\mu'_i - \mu_i| \leq |\mu_i - \mu_j| \) and since \( \rho_{f_c} \) is Lipschitz continuous inside \( \text{supp} \mu_{f_c} \) (see, e.g., Ref. 5), we get
\[
|\rho_{f_c}(\mu'_i) - \rho_{f_c}(\mu_i)| \leq (\varphi_N)^{\xi} \frac{1}{\sqrt{N}},
\]
and hence
\[
\left| \frac{i - j}{N \rho_{f_c}(\mu'_i)} - \frac{i - j}{N \rho_{f_c}(\mu_i)} \right| \leq C_1 \frac{|i - j| |\rho_{f_c}(\mu'_i) - \rho_{f_c}(\mu_i)|}{N \rho_{f_c}(\mu_i) \rho_{f_c}(\mu'_i)} \leq (\varphi_N)^{\xi} N^{-1},
\]
with \((\xi, \nu)\)-high probability, for some constant \( K \). Thus, we obtain that
\[
|\mu_i - \mu_j| - \left| \frac{i - j}{N \rho_{f_c}(\mu_i)} \right| \leq (\varphi_N)^{\xi} N^{-1},
\]
with \((\xi, \nu)\)-high probability, proving the second part of the theorem.

D. Integrated density of states and rigidity of eigenvalues

The goal of this subsection is to prove Theorems 2.20 and 2.21. The proofs follow closely Ref. 12.
1. Estimate on $\|H\|$  

As a first step, we need an estimate on the operator norm of $H = \lambda V + W$. We have the following result:

**Lemma 6.7.** There is a constant $c_0 > 0$, such that for all $\lambda \in \mathcal{D}_\kappa$, we have  

$$
\|H\| \leq \max \{ |L_1|, L_2 \} + (\varphi_N)^{c_0} \left( \frac{\lambda}{\sqrt{N}} + \frac{1}{N^{2/3}} \right),
$$

with $(\xi, \nu)$-high probability.

**Proof.** We will only consider the largest eigenvalue $\mu_N$. A bound on the lowest eigenvalue $\mu_1$ is obtained in a similar way. From the strong local law (2.18), we get 

$$
\Lambda(z) \leq (\varphi_N)^{\xi} \left( \frac{\lambda^{1/2}}{\sqrt{N}} + \frac{1}{N^{2/3}} \right), \quad z \in \mathcal{D}_L, \quad \lambda \in \mathcal{D}_\kappa,
$$

with $(\xi, \nu)$-high probability. Then we can apply Lemma 4.6, with

$$
\gamma(z) := (\varphi_N)^{\xi} \left( \frac{\lambda^{1/2}}{\sqrt{N}} + \frac{1}{N^{2/3}} \right),
$$

to get, for some sufficiently large constant $c_1$,

$$
|(1 - R_2)[v] - R_3[v]|^2 \leq C \frac{\Lambda^2}{\log N} + C(\varphi_N)^{\xi} \left( \frac{\lambda}{\sqrt{N}} + \frac{\text{Im} m_f(z) + \gamma(z)}{N \eta} \right),
$$

with $(\xi, \nu)$-high probability, for any $z \in \mathcal{D}_L$ and $\lambda \in \mathcal{D}_\kappa$. Now, if $E > L_2$ and $\kappa \geq \eta$, we have $\text{Im} m_f(z) \sim \eta/\sqrt{\kappa}$ and

$$
\alpha := |1 - R_2| \sim \sqrt{\kappa},
$$

by Lemmas 3.2 and 3.11. Thus, we obtain, upon using Young’s inequality,

$$
|(1 - R_2)[v] - R_3[v]|^2 \leq C \frac{\Lambda^2}{\log N} + C(\varphi_N)^{\xi} \left( \frac{\lambda}{\sqrt{N}} + \frac{1}{(N \eta)^2} + \frac{1}{N \sqrt{\kappa}} \right),
$$

with $(\xi, \nu)$-high probability, for some $c_1$ sufficiently large.

Given $c_1$, it is straightforward to check that there is a constant $c_2 > 2c_1$, such that, for any $E$ satisfying

$$
L_2 + (\varphi_N)^{c_2} \left( \frac{\lambda}{\sqrt{N}} + \frac{1}{N^{2/3}} \right) \leq E \leq E_0,
$$

we have

$$
\min \{ N^{-1/2}\kappa^{1/4}, N^{-1/2}\lambda^{1/2}\kappa^{-1/2}, \kappa \} \geq (\varphi_N)^{c_{1/2} + 2} \frac{1}{N \sqrt{\kappa}}.
$$

(6.46)

We assume now that $E$ satisfies (6.45) and set

$$
\eta \equiv \eta_E := (\varphi_N)^{c_{1/2} + 1} \frac{1}{N \sqrt{\kappa}}.
$$

Note that $z = E + i \eta \in \mathcal{D}_L$. From (6.46), we have $\kappa \geq \eta$. Similarly, we have

$$
\text{Im} m_f(E + i \eta) \sim \frac{\eta}{\sqrt{\kappa}} \ll \frac{1}{N \eta}; \quad \frac{\lambda}{\sqrt{\kappa} N} \ll \frac{1}{N \eta}.
$$

(6.47)

Furthermore, since $\alpha \geq \sqrt{\kappa}/K$, for some $K > 1$, we must have

$$
2|R_3| = C(\varphi_N)^{c_{1/2} + 1} \left( \frac{\lambda^{1/2}}{N^{1/4}} + \frac{1}{N \eta} \right) \leq \alpha,
$$

(6.48)
with \((\xi, \nu)-\)high probability. Here, we used that \(N\eta \sqrt{k} = (\varphi_N)^{\xi+1} + \sqrt{k} \geq (\varphi_N)^{2\xi/2} \lambda^{1/2} N^{-1/4}\).

Since \(\alpha \geq 2|\mathcal{R}_3|\Lambda\), we get from (6.44),

\[
\Lambda \leq C(\varphi_N)^{\xi+1} \left( \frac{\lambda}{\alpha \sqrt{N}} + \frac{1}{\alpha (N\eta)^2} + \frac{1}{\alpha N \sqrt{k}} \right),
\]

(6.49)

with \((\xi, \nu)-\)high probability. Since \(\alpha \geq \sqrt{k}/K\), we obtain from (6.47),

\[
(\varphi_N)^{\xi+1} \frac{1}{\alpha N \sqrt{k}} \leq C \frac{\eta}{\sqrt{k}} \ll \frac{1}{N\eta}.
\]

The second term on the right side of (6.49), can be bounded by using (6.48). The first term on the right side of (6.49) is estimated by using the second inequality in (6.47). Thus, for any \(E\) satisfying (6.45), \(z \in D_L\), and any \(\lambda \in D_{\lambda_0}\), we obtain that

\[
\Lambda(z) \ll \frac{1}{N\eta},
\]

with \((\xi, \nu)-\)high probability. Thus

\[
\text{Im} m(z) \leq \text{Im} m_{f,c}(z) + \Lambda(z) \ll \frac{1}{N\eta},
\]

(6.50)

with \((\xi, \nu)-\)high probability, for such \(E\). By the spectral decomposition of \(H\), we have

\[
\text{Im} m(z) = \frac{1}{N} \sum_{a=1}^{N} \frac{\eta}{(\mu_a - E)^2 + \eta^2},
\]

and we conclude that

\[
\text{Im} m(z) \geq \frac{C}{N\eta},
\]

(6.51)

for some \(C > 0\), if there is an eigenvalue in the interval \([E - \eta, E + \eta]\). Thus (6.50), implies, for any \(E\), satisfying (6.45), that there is no eigenvalue in the interval \([E - \eta, E + \eta]\), with \((\xi, \nu)-\)high probability.

To cover energies \(E \geq E_0\), we use the following result: For a Wigner matrix \(W\) satisfying the assumptions in Definition 2.1 we have

\[
\|W\| \leq 2 + (\varphi_N)^{\xi} N^{1/4},
\]

(6.52)

with \((\xi, \nu)-\)high probability. We refer, e.g., to Lemma 4.3. in Ref. 12. Spectral perturbation theory then implies \(\|H\| \leq \|\lambda V\| + \|W\| \leq 2 + (\varphi_N)^{\xi} + \lambda\), with \((\xi, \nu)-\)high probability, covering the regime \(E \geq E_0\). This concludes the proof. \(\square\)

### 2. Integrated density of states

In this subsection, we prove Theorem 2.20. Given the results on \(n(E_1, E_2)\) in Theorem 2.17 and the estimate on \(\|H\|\) this is straightforward:

**Proof of Theorem 2.20.** We assume that \(E\) is such that \(|E - L_1| \leq |E - L_2|\). The other case is dealt with in the same way. Set

\[
E_1 = L_1 - (\varphi_N)^{\xi} \left( \frac{\lambda}{\sqrt{N}} + \frac{1}{N^{3/4}} \right),
\]

(6.53)

with some \(c_1\) large enough, such that \(n_{\xi}(E_1) = 0\) and \(n(E_1) = 0\) with \((\xi, \nu)-\)high probability; see Lemma 6.7.

Next, choose \(E \geq E_1\), then from (2.29), we get, setting \(E_2 = E\) and bounding \(\mathcal{E} \leq E - E_1 + (\varphi_N)^{1/4} N^{-1}\),

\[
|n(E) - n_{f,c}(E)| \leq (\varphi_N)^{\xi} \left( \frac{1}{N} + \frac{\lambda}{\sqrt{N}} \sqrt{E - E_1 + (\varphi_N)^{1/4} N^{-1}} \right).
\]
with \((\xi, \nu)\)-high probability. Using our assumption on \(E\) and (6.53), we get
\[
|n(E) - n_{fc}(E)| \leq (\varphi_N)^\xi \left( \frac{1}{N} + \frac{\lambda^{3/2}}{N^{3/4}} + \frac{\lambda}{N^{5/6}} + \frac{\lambda \sqrt{K}}{\sqrt{N}} \right),
\]
with \((\xi, \nu)\)-high probability, for some \(c_2\) large enough. This estimate holds for any \(E\) and \(\lambda\). Uniformity is obtained with a lattice argument, we omit the details.

\[\Box\]

3. Rigidity of eigenvalues

In this subsection, we prove Theorem 2.21. Recall the definition of the classical location \(\gamma_\alpha\) of the eigenvalue \(\mu_\alpha\) in (2.33).

Lemma 6.8. There exists a constant \(C\), such that, for all \(\lambda \in \mathcal{D}_N\), the following statements hold with \((\xi, \nu)\)-high probability for some large enough \(c\),

\begin{enumerate}
\item if \(\max(\kappa_{\mu_\alpha}, \kappa_{\mu_\alpha}) \leq (\varphi_N)^\xi \left( \frac{1}{\sqrt{N}} + \frac{1}{\sqrt{c}} \right)\), then
\[|\mu_\alpha - \gamma_\alpha| \leq (\varphi_N)^\xi \left( \frac{\lambda}{\sqrt{N}} + \frac{1}{N^{2/3}} \right);\]
\item if \(\max(\kappa_{\mu_\alpha}, \kappa_{\mu_\alpha}) \geq (\varphi_N)^\xi \left( \frac{1}{\sqrt{N}} + \frac{1}{\sqrt{c}} \right)\), then
\[|\mu_\alpha - \gamma_\alpha| \leq (\varphi_N)^\xi \left( \frac{\lambda}{\sqrt{N}} + \frac{1}{\sqrt{c}} \right) \left( \frac{1}{\sqrt{N}} + \frac{\lambda}{N^{1/3} \sqrt{c}} \right),\]
\end{enumerate}

where \(\tilde{\alpha} := \min(\alpha, N - \alpha)\).

Proof. We will focus on the eigenvalues \(\mu_1, \ldots, \mu_{N/2}\). The other eigenvalues can be treated in a similar way. Define an event \(\Xi\) as the intersection of the events on which the estimates
\[
\|H\| \leq \max(|L_1|, L_2) + (\varphi_N)^C \left( \frac{\lambda}{\sqrt{N}} + \frac{1}{N^{2/3}} \right),
\]
(see Lemma 6.7), and
\[
|n(E) - n_{fc}(E)| \leq (\varphi_N)^C \left( \frac{1}{N} + \frac{\lambda^{3/2}}{N^{3/4}} + \frac{\lambda}{N^{5/6}} + \frac{\lambda \sqrt{K}}{\sqrt{N}} \right),
\]
(see Theorem 2.20), hold, for any \(\lambda \leq \lambda_0\) and \(|E| \leq E_0\). We note that on \(\Xi\), we have \(\mu_{N/2} \leq K\), for some \(K < L_2\).

Let \(c_1 > c_0\). We use the dyadic decomposition
\[
\{1, \ldots, N/2\} = \bigcup_{k=0}^{\log N} U_k,
\]
where
\[
U_0 := \{\alpha \leq N/2 : |L_1| + \max(\mu_\alpha, \gamma_\alpha) \leq 2(\varphi_N)^C \lambda N^{-1/2}\},
\]
\[
U_k := \{\alpha \leq N/2 : 2^k \lambda (\varphi_N)^C N^{-1/2} \leq |L_1| + \max(\mu_\alpha, \gamma_\alpha) \leq 2^{k+1}(\varphi_N)^C \lambda N^{-1/2}\}, \quad (k \geq 1).
\]
By the definition of \(U_0\) and (6.54), we have
\[
|\mu_\alpha - \gamma_\alpha| \leq (\varphi_N)^C \lambda N^{-1/2},
\]
on \(\Xi\), for \(\alpha \in U_0\).

For \(k \geq 1\), we find on \(\Xi\) that
\[
\frac{\alpha}{N} = n_{fc}(\gamma_\alpha) = n(\mu_\alpha) = n_{fc}(\mu_\alpha) + (\varphi_N)^C \left( \frac{1}{N} + \frac{\lambda^{3/2}}{N^{3/4}} + \frac{\lambda}{N^{5/6}} + \frac{\lambda \sqrt{K}}{\sqrt{N}} \right).
\]
On $\Sigma$, and for $\alpha \in U_k$, we can bound the second term on the right side of the above equation as

\[
(\psi_N)^{C_{\delta}} O \left( \frac{1}{N} + \frac{\lambda^{3/2}}{N^{3/4}} + \frac{\lambda}{N^{5/6}} + \frac{\lambda \sqrt{\kappa\mu}}{\sqrt{N}} \right)
\]

\[
\leq C(\psi_N)^{C_{\delta}} \left( \frac{1}{N} + \frac{\lambda^{3/2}}{N^{3/4}} + \frac{\lambda}{N^{5/6}} \right) + C 2^{(k+1)/2}(\psi_N)^{C_{\delta}} C_{\mu}^{1/2} (\lambda^{3/2}) N^{3/4},
\]

where we used $\kappa_{\mu} \leq |L_1| + \mu_a$. Furthermore, we have on $\Sigma$, for $\alpha \in U_k$,

\[
n_{fc}(\gamma_a) + n_{fc}(\mu_a) \geq c 2^{3k/2}(\psi_N)^{3C_{\mu}^{1/2} \lambda^{3/2} N^{-3/4}},
\]

where we used $n_{fc}(L_1 + x) \sim x^{3/2}$, for $0 \leq x \leq |L_1| + K$. Thus

\[
(\psi_N)^{C_{\delta}} O \left( \frac{1}{N} + \frac{\lambda^{3/2}}{N^{3/4}} + \frac{\lambda}{N^{5/6}} + \frac{\lambda \sqrt{\kappa\mu}}{\sqrt{N}} \right) \leq n_{fc}(\gamma_a) + n_{fc}(\mu_a),
\]

which implies by (6.55) that

\[
n_{fc}(\mu_a) = n_{fc}(\gamma_a) \left( 1 + O \left( (\psi_N)^{-(C_{\delta} - C_{\mu}^{1/2})} \right) \right),
\]

on $\Sigma$, for $\alpha \in U_k$. Using that $n'_{fc}(x) \sim (n_{fc}(x))^{1/3} \sim (|L_1| + x)^{1/2}$, for $L_1 \leq x \leq K$, we have $|L_1| + \gamma_a \sim |L_1| + \mu_a$. Hence

\[
n'_{fc}(x) \sim n'_{fc}(\gamma_a),
\]

for any $x$ between $\gamma_a$ and $\mu_a$. Recalling that the density $\rho_{fc}(x)$ is continuous, we conclude that, on $\Sigma$, for $\alpha \in U_k$,

\[
|\mu_a - \gamma_a| \leq C \frac{|n_{fc}(\mu_a) - n_{fc}(\gamma_a)|}{n'_{fc}(\gamma_a)}
\]

\[
\leq C(\psi_N)^{C_{\delta}} \left( \frac{1}{N} + \frac{\lambda^{3/2}}{N^{3/4}} + \frac{\lambda}{N^{5/6}} \right) \leq C(\psi_N)^{C_{\delta}} \left( \frac{1}{N^{2/3}} + \frac{\lambda^{3/2}}{N^{5/12}} + \frac{\lambda \alpha^{1/3}}{\sqrt{N}} \right),
\]

(6.56)

where we used $\kappa_{\mu} \leq \kappa_{\gamma}$ and $\kappa_{\gamma} \sim (\alpha/N)^{2/3}$. Next, since $\alpha = N \gamma_a \sim N(|L_1| + \gamma_a)^{3/2}$, we find for $\alpha \in U_k$, $(k \geq 1)$,

\[
\alpha \geq c N \left( 2^{k} (\psi_N)^{C_{\delta}} \frac{\lambda}{\sqrt{N}} \right)^{3/2} \gg N^{1/4},
\]

hence $\alpha^{-1/3} \ll N^{-1/12}$. Using Young’s inequality, we can absorb the last term on the right side of (6.56) into the left side and we obtain

\[
|\mu_a - \gamma_a| \leq (\psi_N)^{C_{\delta}} \left( \frac{1}{\alpha^{1/3} N^{2/3}} + \frac{\lambda^{2}}{\alpha^{2/3} N^{1/3}} + \frac{\lambda}{\sqrt{N}} \right).
\]

on $\Sigma$, for $\alpha \in U_k$, some $C$ sufficiently large. The proof is completed by noticing that the event $\Sigma$ has $(\xi, \nu)$-high probability. 

We conclude this section with the proof of Theorem 2.21.

**Proof of Theorem 2.21.** We restrict the discussion to eigenvalues with $\alpha \leq N/2$, the other eigenvalues are dealt with in the same way. From $\alpha N = n_{fc}(\gamma_a) \sim (|L_1| + \gamma_a)^{3/2}$, we find that

\[
\alpha \leq (\psi_N)^{C_{\delta}} (1 + \lambda^{3/2} N^{1/4}),
\]

(6.57)

if $\alpha$ is as in item i of Lemma 6.8. Combining the conclusions of items i and ii of Lemma 6.8 with (6.57) completes the proof of the theorem. 

\[\square\]
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APPENDIX: FREE CONVOLUTION MEASURE AND STABILITY BOUNDS

1. Introduction

In this appendix, we discuss some properties of the (rescaled) free convolution measure, $\mu_{fc}$, defined through the functional equation

$$m_{fc}(z) = \int_{-1}^{1} \frac{d\mu_{fc}(v)}{\lambda v - z - m_{fc}(z)}, \quad z = E + i\eta \in \mathbb{C}^+, \quad (A1)$$

such that $\text{Im} m_{fc}(z) > 0$, for $\eta > 0$; cf. Eq. (2.9). Here $\lambda \geq 0$ and we assume that $\mu$ is an absolutely continuous measure, with bounded and continuous density $\mu(v)$ such that $\text{supp} \mu = [-1, 1]$. For simplicity, we always assume that $\mu$ is centered, although this is not essential for our argument.

To see that Eq. (A1) has a unique solution such that $\text{Im} m_{fc}(E + i\eta) > 0$, for $\eta > 0$, one can choose $\eta > 2$ first. Then it is straightforward to check that the right side of (A1) is a contraction (in the sup-norm on the set of analytic function on the upper half plane with positive imaginary part). The fixed point equation (A1) thus has a unique solution for $\eta > 2$. By analytic continuation, the solution extends to the whole upper half plane. We leave the details aside and refer, e.g., to Ref. 34.

A deep study of Eq. (A1), with slightly different conventions, can be found in Ref. 5. One important result of Ref. 5 is the following: The measure $\mu_{fc}$ is absolutely continuous with respect to Lebesgue measure, in particular, we have $\pi \mu_{fc}(E) = \lim_{\eta \searrow 0} \text{Im} m_{fc}(E + i\eta)$. For general probability measures (of bounded support), the support of $\mu_{fc}$ may consist of several disjoint intervals, however, under our assumptions, the support of $\mu_{fc}$ is a single interval, i.e., $\text{supp} \mu_{fc} = [L_1, L_2]$, with $L_1 < 0 < L_2$; see Lemma A.1. We refer to Ref. 5 for a discussion of the general case.

We are mainly interested in the behaviour of $\mu_{fc}(E)$ and $\text{Im} m_{fc}(E + i\eta)$, for $E \in \mathbb{R}$ close to $L_1$ and $L_2$, respectively. We distinguish the cases $\lambda \leq 1$ and $\lambda > 1$.

For the former case, it was already pointed out in Ref. 5 (see also Refs. 31 and 36) that $\mu_{fc}$ has a square root behaviour near $L_2$, i.e., $\mu_{fc}(L_2 - \kappa) \sim \sqrt{\kappa}, \kappa \geq 0$, and similar for $L_1$.

For $\lambda > 1$, we will restrict our attention to Jacobi measures, a special class of measures whose densities are of the form

$$\mu(v) = Z^{-1}(1 + v)^a(1 - v)^b d(v)\chi_{[-1,1]}(v),$$

where $a, b > -1$, $d \in C^1([-1, 1])$ with $d(v) > 0$, $v \in [-1, 1]$ and the normalization constant $Z$ is appropriately chosen so that $\mu$ becomes a probability density. Again, for simplicity, we will always assume that $\mu$ is centered. Note that we also admit exponents $a, b$ smaller than zero, thus $\mu(v) \to \infty$ as $v \to \pm 1$ is allowed. As it turns out, the square root behaviour at the endpoint of the support persists for $\lambda > 1$, in case we have $-1 < a, b \leq 1$, respectively. However, if $a, b > 1$, there exists $\lambda_0 > 1$, such that for any $\lambda > \lambda_0$, we have $\mu_{fc}(L_1 - \kappa) \sim \kappa^b$, for a precise statement see Lemma A.4.

2. Case $\lambda \leq 1$

In this subsection, we choose $\lambda \leq 1$. Adopting the proof of Proposition 2 from Ref. 36, we have the following result:

Lemma A.1. Let $\mu$ be a centered probability measure supported on $[-1, 1]$. Assume that $\mu$ has a continuous, strictly positive, bounded density $\mu(v)$ on $(-1, 1)$. Suppose that $0 \leq \lambda \leq 1$. Then,
there exits $L_1, L_2 \in \mathbb{R}$, with $L_1 < 0 < L_2$, such that the (rescaled) free convolution of $\mu$ with the semicircle law, $\mu_{fc}$, satisfies
\[
\text{supp } \mu_{fc} = [L_1, L_2].
\]

Moreover, denoting by $\kappa_E$ the distance to the endpoints of the support of $\mu_{fc}$, i.e.,
\[
\kappa_E := \min(|E - L_1|, |E - L_2|),
\]
we have
\[
C^{-1}\sqrt{\kappa_E} \leq \mu_{fc}(E) \leq C\sqrt{\kappa_E}, \quad E \in [L_1, L_2], \tag{A2}
\]
for some constant $C \geq 1$.

We briefly outline how the proof in Ref. 36 can be adopted to our setting: We denote by $m_{fc}(z)$, $z \in \mathbb{C}^+$, the Stieltjes transform of the free convolution measure $\mu_{fc}$. Define $\tau := z + m_{fc}(z)$ and consider instead of (A1) the equation $F(\tau) = z$, where
\[
F(\tau) := \tau - \int_{-1}^{1} \frac{d\mu(v)}{\lambda v - \tau}, \quad \tau \in \mathbb{C}^+.
\]  
\[
\tag{A3}
\]
Note that $\lim_{\gamma \to 0} \text{Im } F(x + iy) = -\pi \mu(x) < 0$, for $x \in (-\lambda, \lambda)$, since we have assumed that the density of $\mu$ is bounded and continuous, and strictly positive in the interval $(-1, 1)$. Thus $F$ extends to a function on $\mathbb{R}$, which is continuous and bounded, except possibly at the point $\{ \pm \lambda \}$. As shown in Ref. 36, the endpoints, $(L_i)$, of the support of $\mu_{fc}$ are characterized as the real valued solutions, $\tau_i$, with $|\tau_i| \geq \lambda$, of the equation $F'(\tau) = 0$ ($L_i$ are then obtained by solving $\tau_i = L_i + m_{fc}(L_i)$). Setting
\[
H(\tau) := \int_{-1}^{1} \frac{d\mu(v)}{(\lambda v - \tau)^2}, \quad \tau \in \mathbb{C}^+,
\]  
\[
\tag{A4}
\]
a point $E \in \mathbb{R}$ is an endpoint of the support of $\mu_{fc}$, if $H(\tau) = 1$, $|\tau| \geq \lambda$, $\tau = E + m_{fc}(E) \in \mathbb{R}$. Since $\lambda \leq 1$ and $\mu$ is centered, we have from Jensen’s inequality
\[
H(\lambda) = \int_{-1}^{1} \frac{d\mu(v)}{\lambda v - 1} \geq \frac{1}{\lambda^2} \frac{1}{(\int_{-1}^{1} \frac{d\mu(v)(v - 1)}{v - 1})^2} = \frac{1}{\lambda^2} \geq 1.
\]  
\[
\tag{A5}
\]
Here, the first inequality is strict since $\mu$ is absolutely continuous. Since $H(\tau)$ is monotone decreasing (on $\mathbb{R}$) as $|\tau| \to \infty$, we conclude that there are only two real solutions $\tau_1, \tau_2$. One then checks that the endpoints of the support of $\mu_{fc}$, $L_1$, and $L_2$ satisfy $L_1 < -2$ and $L_2 > 2$. The square root behaviour of $\mu_{fc}$ at $L_i$, i.e., (A2), follows as in Ref. 35: It suffices to observe that $F''(\tau_i) \neq 0$, thus by the inverse function theorem, we have, for $z \in \mathbb{C}$ in a neighborhood of $L_i$, $F^{-1}(z) = \tau_i + c_i \sqrt{z - L_i^2(1 + A_i(\sqrt{z - L_i}))}$ (such that $\text{Im } F^{-1}(z) \geq 0$, for $z \in \mathbb{C}^+$), for real constants $c_i \neq 0$ and analytic functions $A_i$, with $|A_i| \leq 1$ in a neighborhood of zero. This concludes our discussion on the proof of Lemma A.1.

As an important corollary of the proof of Lemma A.1, we have the following stability bound already pointed out in Ref. 36:

**Corollary A.2.** Under the assumptions of Lemma A.1 there exist constants $C, c > 0$, such that
\[
c \leq |\lambda v - z - m_{fc}(z)| \leq C, \quad z = E + i\eta,
\]
for any $\lambda v \in (-\lambda, \lambda)$ and $|E| \leq E_0, 0 < \eta \leq 3$.

**Proof.** For the upper bound, we note that $|m_{fc}(z)| \leq 1$, as follows from considering the imaginary part of $m_{fc}$ in (A1). For the lower bound, note that in a neighborhood of $L_i$, $\text{Re}(z + m_{fc}(z)) = \text{Re} \tau(z) = \text{Re} \tau_i + O(|z - L_i|^{1/2})$. Since $|\tau_i| > 1$, $|\text{Re}(z + m_{fc}(z))| > 1$, for $|z - L_i| < \epsilon$ for a sufficiently small $\epsilon > 0$. For $|\text{Re} z| \geq |L_i| + (\epsilon/2)$, the estimate is trivial. In the region not covered by the two preceding estimates, we must have $\text{Im } \tau > c$, thus $\text{Im } m_{fc} + \eta > c$. The claim follows. $\Box$
3. Case $\lambda > 1$

In this subsection, we choose for simplicity $\mu$ as a Jacobi measure, i.e., $\mu$ is described in terms of its density

$$\mu(v) = Z^{-1}(1 + v)^a(1 - v)^bd(v)\chi_{[-1,1]}(v), \quad (A6)$$

where $a, b > -1, d \in C^1([a, b])$ such that $d(v) > 0, v \in [a, b]$ and $Z$ is an appropriately chosen normalization constant such that $\mu$ is a probability measure. Below, we will assume, for simplicity of the arguments, that $\mu$ is centered, but this condition can easily be relaxed.

Lemma A.3. Let $\mu$ be a centered Jacobi measure. Suppose that $\lambda > 1$. If $-1 < a, b \leq 1$, the results in Lemma A.1 and Corollary A.2 hold true.

Proof. We can apply the same argument as in the proof of Lemma A.1. The only thing we need to prove is that

$$H(\lambda + \epsilon) = \int_{-1}^{1} \frac{d\mu(v)}{(\lambda v - \lambda - \epsilon)^2} > 1,$$

for any sufficiently small $\epsilon > 0$, and a similar estimate for $H(-\lambda - \epsilon)$.

From the assumptions, we find that there exist constants $C, C_0 > 0$ such that $\mu(v) \geq C(1 - v)^b \geq C_0(1 - v)$ for any $v \in (0, 1)$. Let $n := e^{1+\sqrt{\epsilon}}$ and choose $\epsilon < 1/n$. Then, we have

$$H(\lambda + \epsilon) \geq C_0 \int_{(\lambda - 1)n/\lambda}^{1} \frac{(1 - v)dv}{(\lambda v - \lambda - \epsilon)^2} = C_0 \int_{e^{-1/\lambda}}^{n/\lambda} \frac{t - (\epsilon/\lambda)}{t^2} dt = C_0 \log n + 1 > 1.$$  

From the continuity of $H$, we get the desired results. The same argument applies to $H(-\lambda - \epsilon)$. $\square$

For $a, b > 1$, we have the following result:

Lemma A.4. Let $\mu$ be a centered Jacobi measure with $a, b > 1$. Define

$$\lambda_2 := \left( \int_{-1}^{1} \frac{\mu(v)dv}{(1 - v)^2} \right)^{1/2}, \quad \tau_2 := \int_{-1}^{1} \frac{\mu(v)dv}{1 - v}.$$ 

Then, there exist $L_1 < 0 < L_2$ such that the support of $\mu_{fc}$ is $[L_1, L_2]$. Moreover,

1. if $\lambda < \lambda_2$, then for $0 \leq \kappa \leq L_2$,

$$C^{-1}\sqrt{\kappa} \leq \mu_{fc}(L_2 - \kappa) \leq C\sqrt{\kappa}, \quad (A7)$$

for some $C \geq 1$.

2. If $\lambda > \lambda_2$, then $L_2 = \lambda + (\tau_2/\lambda)$ and, for $0 \leq \kappa \leq L_2$,

$$C^{-1}\kappa^b \leq \mu_{fc}(L_2 - \kappa) \leq C\kappa^b, \quad (A8)$$

for some $C \geq 1$.

Moreover, for $0 \leq E \leq E_0, 0 < \eta \leq 2$, $z = E + i\eta, v \in [-1, 1]$,

$$|\lambda v - z - m_{fc}(z)|$$

remains bounded from below in case i uniformly in $z$ and $v$, but in case ii, it can be arbitrarily small as $v \to 1, E = L_2$, and $\eta \to 0$.

Similar statements hold for the lower endpoint $L_1$ of the support of $\mu_{fc}$, with $\tau_2$ and $\lambda_2$ replaced by

$$\lambda_1 := \left( \int_{-1}^{1} \frac{\mu(v)dv}{1 + v^2} \right)^{1/2}, \quad \tau_1 := \int_{-1}^{1} \frac{\mu(v)dv}{1 + v}. \quad (A9)$$
Proof. We first note that $0 < \lambda_2, \tau_2 < \infty$, for $b > 1$. Since $\mu(v) > 0$, for $v \in (-1, 1)$, $\mu_{fc}$ is supported on a single interval. Consider now

$$
H(\lambda) = \int_{-1}^{1} \frac{\mu(v) dv}{(\lambda v - \lambda^2)^2} = \frac{1}{\lambda^2} \int_{-1}^{1} \frac{\mu(v) dv}{(v - 1)^2} = \left( \frac{\lambda_2}{\lambda} \right)^2.
$$

When $\lambda < \lambda_2$, we may follow the proof of Lemma A.1 to prove the claims in i.

We now choose $\lambda > \lambda_2$. We claim that there exists a unique continuous bounded curve $\gamma$ in $C^+$ on which $\text{Im} F(\tau) = 0$. For $z \in C^+$,

$$
\text{Im} F(\tau) = \text{Im} \left( 1 - \int \frac{d\mu(v)}{|\lambda v - \tau|^2} \right).
$$

We know that the non-negative continuous function

$$
\tilde{H} (\tau) := \int \frac{d\mu(v)}{|\lambda v - \tau|^2} = \int \frac{d\mu(v)}{(\lambda v - \Re \tau)^2 + (\text{Im} \tau)^2},
$$

is monotonically decreasing in $\text{Im} \tau$. Let $\tau = x + iy$. For $x \in (-\lambda, \lambda)$, the continuity of $\mu$ implies that, as $y \downarrow 0$, $\tilde{H}(x + iy) \to \pi \mu(x) > 0$, hence $H(x + iy) \to \infty$. Since $\tilde{H}(x + iy)$ is monotonically decreasing as $y$ increases and $\tilde{H}(x + iy) \to 0$ as $y \to \infty$, the equation $y = y \tilde{H}(x + iy)$ has a unique solution $0 < y < \infty$. The analyticity of $F$ in the upper half plane then implies that on the interval $(-\lambda, \lambda)$ there exists a single bounded curve such that the imaginary part of $F$ vanishes on it.

The endpoints of the support of $\mu_{fc}$ are characterized as the points where the curve $\gamma$ approaches to the real line. Since $\tilde{H}(\lambda) = H(\lambda) < 1$, the curve $\gamma$ does not connect with the real axis on $\mathbb{R}^+ \setminus (0, \lambda)$. Since this curve cannot end at some point where $F$ is analytic, we can conclude that the curve approaches to $\lambda$ on $\mathbb{R}^+$. When $\tau = \lambda$, we have

$$
z = \tau - m_{fc}(z) = \lambda - \int_{-1}^{1} \frac{\mu(v) dv}{\lambda v - \lambda} = \lambda + \frac{\tau_2}{\lambda},
$$

which corresponds to the endpoint, $L_2$, of the support of $\mu_{fc}$ on $\mathbb{R}^+$.

To prove (A8), let

$$
\tau = \lambda - \lambda \kappa + i \lambda y, \quad z = \lambda + \frac{\tau_2}{\lambda} - \kappa + i \eta.
$$

Considering the imaginary part of $m_{fc}$, we obtain

$$
\lambda y - \eta = \text{Im} m_{fc}(z) = \text{Im} \int_{-1}^{1} \frac{\mu(v) dv}{\lambda v - \tau} = \frac{y}{\lambda} \int_{-1}^{1} \frac{\mu(v) dv}{(v - 1 + k)^2 + y^2}.
$$

We claim that in the limit $\eta \downarrow 0$,

$$
y \sim (k + y)^b,
$$

for $\kappa, y \ll 1$.

For the upper bound, we consider first the case $y < k$: Let $\epsilon = \min \{ 1/2, (\lambda^2/\lambda_2^2) - 1 \}$, then we have

$$
y \int_{-1}^{1} \frac{\mu(v) dv}{(v - 1 + k)^2 + y^2} = y \left( \int_{-1}^{1 - 8e^{-1k}} + \int_{1 - 8e^{-1k}}^{1 - k - y} + \int_{1 - k - y}^{1 - k + y} + \int_{1 - k + y}^{1} \right) \frac{\mu(v) dv}{(1 - v - k)^2 + y^2}.
$$

The first term in (A12) can be estimated as

$$
y \int_{-1}^{1 - 8e^{-1k}} \frac{\mu(v) dv}{(1 - v - k)^2 + y^2} \leq y \int_{-1}^{1 - 8e^{-1k}} \frac{\mu(v) dv}{(1 - v - k)^2} \leq y \left(1 + \frac{\epsilon}{2} \right) \int_{-1}^{1 - 8e^{-1k}} \frac{\mu(v) dv}{(1 - v)^2}
$$

$$
\leq \left(1 + \frac{\epsilon}{2} \right) \lambda_2^2 y.
$$
Here, we used that \( v \leq 1 - 8\varepsilon^{-1}k \) implies that \( 1 - v - k \geq (1 - \varepsilon/8)(1 - v) \), hence
\[
\frac{1}{(1 - v - k)^2} \leq \left(1 - \frac{\varepsilon}{8}\right)^{-2} \frac{1}{(1 - v)^2} \leq \left(1 + \frac{\varepsilon}{2}\right) \frac{1}{(1 - v)^2}.
\]

The second term in (A12) can be estimated as
\[
y \int_{1-8\varepsilon^{-1}k}^{1-k-y} \frac{\mu(v)dv}{(1 - v - k)^2 + y^2} \leq Cy \int_{1-8\varepsilon^{-1}k}^{1-k-y} \frac{k^b dv}{(1 - v - k)^2} \leq Ck^b.
\]

The third term in (A12) can be estimated as
\[
y \int_{1-k-y}^{1-k+y} \frac{\mu(v)dv}{v - (1 + k)^2 + y^2} \leq Cy \int_{1-k-y}^{1-k+y} \frac{(k + y)^b dv}{y^2} \leq C(y + k)^b.
\]

The last term in (A12) can be estimated as
\[
y \int_{1-k+y}^{1} \frac{\mu(v)dv}{(1 - v - k)^2 + y^2} \leq y \int_{1-k+y}^{1} \frac{(k - y)^b dv}{(1 - v - k)^2 + y^2} = y \int_{y}^{k} \frac{(k - y)^b dw}{w^2} \leq Ck^b.
\]

Thus, as \( \eta \rightarrow 0 \), we have that
\[
\lambda y \leq \frac{1}{\lambda} \left(1 + \frac{\varepsilon}{2}\right) \lambda^2 y + C(k + y)^b.
\]

Since
\[
\lambda - \frac{1}{\lambda} \left(1 + \frac{\varepsilon}{2}\right) \lambda^2 = \frac{\lambda^2}{\lambda} \left(\frac{\lambda^2}{\lambda^2} - 1 - \frac{\varepsilon}{2}\right) \geq \frac{\epsilon\lambda^2}{2\lambda},
\]
we obtain
\[
y \leq C(k + y)^b,
\]
provided \( y \geq k \).

When \( y \geq k \), we decompose the integral in (A12) as
\[
y \int_{1}^{1} \frac{\mu(v)dv}{(v - 1 + k)^2 + y^2} = y \int_{1-8\varepsilon^{-1}k}^{1-k-y} \frac{\mu(v)dv}{(1 - v - k)^2 + y^2}.
\]

The first term is again estimated as in (A13). The second term can be estimated as
\[
y \int_{1-8\varepsilon^{-1}k}^{1-k-y} \frac{\mu(v)dv}{(1 - v - k)^2 + y^2} \leq Cy \int_{1-8\varepsilon^{-1}k}^{1-k-y} \frac{k^b dv}{y^2} \leq Ck^{b+1}y^{-1} \leq Cy^b.
\]

Following the argument we used for the case \( y < k \), we find the relation \( y \leq Cy^b \) in this case. For sufficiently small \( y \), this is impossible, so this case does not happen.

To complete the proof of (A11), we need a lower bound: Observe that
\[
y \int_{1}^{1} \frac{\mu(v)dv}{(v - 1 + k)^2 + y^2} \geq y \int_{1-k-y}^{1-k} \frac{\mu(v)dv}{v - (1 + k)^2 + y^2} \geq Cy \int_{1-k-y}^{1-k} \frac{\mu(v)dv}{y^2} \geq Ck^b,
\]
and (A11) follows from (A10) and \( k \geq y \). When \( y, k \ll 1 \), (A11) implies that \( k \gg y \) and since \( \eta \rightarrow C\mu_k(L_2 - \kappa) \) as \( \eta \rightarrow 0 \), we have \( \mu_k(L_2 - \kappa) \sim y \sim k^b \).

To compare \( k \) and \( \kappa \), we consider the real part of \( m_{fc} \) and get
\[
\kappa - \lambda k - \frac{\tau_2}{\lambda} = \text{Re} m_{fc}(z) = \text{Re} \int_{1}^{1} \frac{\mu(v)dv}{\lambda v - \tau} = \frac{1}{\lambda} \int_{1}^{1} \frac{(v - 1 + k)\mu(v)dv}{(v - 1 + k)^2 + y^2}.
\]

From the definition of \( \tau_2 \), we find that
\[
\kappa - \lambda k = \frac{1}{\lambda} \int_{1}^{1} \frac{(v - 1 + k)\mu(v)dv}{(v - 1 + k)^2 + y^2} + \frac{\mu(v)dv}{1 - v} = \frac{1}{\lambda} \int_{1}^{1} \frac{\mu(v)dv}{1 - v} \cdot \frac{k(v - 1) + k^2 + y^2}{(v - 1 + k)^2 + y^2}.
\]
We now separate the integral and estimate each term as in (A14) and (A12). We then get
\[
\int_{-1}^{1} \frac{k \mu(v) dv}{(v - 1 + k)^2 + y^2} \sim \frac{k}{y} (k + y)^b
\]
and
\[
\frac{1}{\lambda} \int_{-1}^{1} \frac{\mu(v) dv}{1 - v} \frac{k^2 + y^2}{(v - 1 + k)^2 + y^2} \sim \frac{k^2 + y^2}{y} (k + y)^{b-1}.
\]
Recalling that \( y \sim k^b \), when \( y, k \ll 1 \), we find that \( \kappa - \lambda k = O(k) \). Therefore, we get
\[
\mu_{f_c}(L_2 - \kappa) \sim y \sim k^b \sim \kappa^b,
\]
as \( \kappa \downarrow 0 \). Finally, it is easy to see that \( |\lambda v - z - m_{f_c}(z)| \) is not bounded from below: Choosing \( z = L_2 \), we have \( \text{Im}(m_{f_c}(L_2)) = 0 \), but \( \text{Re}(\lambda v - L_2 - m_{f_c}(L_2)) = \lambda v - \lambda \). This proves the claims in claim \( ii \).

\[\square\]

4. Square root behaviour of \( m_{f_c} \) and further stability bounds

In this subsection, we prove that the Stieltjes transform \( m_{f_c} \) inherits the square root behaviour from \( \mu_{f_c} \):

**Lemma A.5.** Assume that \( \mu_{f_c} \) has support \([L_1, L_2]\) and satisfies
\[
C^{-1} \sqrt{\kappa} \leq \mu_{f_c}(L_2 - \kappa) \leq C \sqrt{\kappa}, \quad (A15)
\]
0 \( \leq \kappa \leq L_2 \), \( C \geq 1 \). Then,

\( i. \quad \) for \( z = L_2 - \kappa + i\eta \), with \( 0 \leq \kappa \leq L_2 \) and \( 0 < \eta \leq 2 \), we have, \( C \geq 1 \),
\[
C^{-1} \sqrt{\kappa + \eta} \leq \text{Im} m_{f_c}(z) \leq C \sqrt{\kappa + \eta};
\]

\( ii. \quad \) for \( z = L_2 + \kappa + i\eta \), with \( 0 \leq \kappa \leq 1 \) and \( 0 < \eta \leq 2 \), we have, \( C \geq 1 \),
\[
C^{-1} \frac{\eta}{\sqrt{\kappa + \eta}} \leq \text{Im} m_{f_c}(z) \leq C \frac{\eta}{\sqrt{\kappa + \eta}}.
\]

The analogous statements hold for \( z = L_1 \pm \kappa + i\eta \).

**Proof.** We start with the claim \( i \): Notice that
\[
\text{Im} m_{f_c}(z) = \text{Im} \int \frac{d\mu_{f_c}(x)}{x - z} = \int \frac{\eta \ d\mu_{f_c}(x)}{(x - L_2 + \kappa)^2 + \eta^2}.
\]

To prove the lower bound, consider the following cases:

\( Case 1. \) When \( \kappa, \eta < 1/2 \), computing the integral from \( x = L_2 - \kappa - 2\eta \) to \( x = L_2 - \kappa - \eta \), we find from (A15) that
\[
\text{Im} m_{f_c}(z) = \int \frac{\eta \ d\mu_{f_c}(x)}{(x - L_2 + \kappa)^2 + \eta^2} \geq C \int_{L_2 - \kappa - 2\eta}^{L_2 - \kappa - \eta} \frac{\eta \sqrt{\kappa + \eta}}{\eta^2} dx \geq C \sqrt{\kappa + \eta}.
\]

\( Case 2. \) When \( \kappa \geq 1/2, \eta < 1/2 \), we obtain from (A15) that
\[
\text{Im} m_{f_c}(z) \geq C \int_{L_2 - \kappa + \eta/4}^{L_2 - \kappa + \eta/8} \frac{\eta \ d\mu_{f_c}(x)}{(x - L_2 + \kappa)^2 + \eta^2} \geq C \sqrt{\kappa} \int_{L_2 - \kappa + \eta/8}^{L_2 - \kappa + \eta/4} \frac{\eta \ dx}{\eta^2} \geq C \sqrt{\kappa} \geq C \sqrt{\kappa + \eta}.
\]

\( Case 3. \) When \( \eta \geq 1/2 \), we have the bound
\[
\text{Im} m_{f_c}(z) = \int \frac{\eta \ d\mu_{f_c}(x)}{(x - L_2 - \kappa)^2 + \eta^2} \geq C \int \frac{\eta \ d\mu_{f_c}(x)}{\eta^2} = \frac{C}{\eta} \geq C \sqrt{\kappa + \eta}.
\]
This proves the lower bound. To prove the upper bound, we consider the following cases:

Case 1. When \( \eta < \kappa < 1/2 \), from (A15) we have

\[
\text{Im} \ m_{f_c}(z) = \int \frac{\eta}{(z - L_2 + \kappa)^2 + \eta^2} \, d\mu_{fc}(x) \\
\leq C \eta \int_{-L_2}^{L_2-\kappa-x} \frac{\sqrt{L_2-x}}{(z - L_2 + \kappa)^2 + \eta^2} \, dx + C \eta \int_{L_2-x}^{L_2} \frac{\sqrt{\kappa + \eta}}{\eta^2} \, dx \\
+ C \eta \int_{L_2-x}^{L_2-x-\kappa} \frac{\kappa}{(z - L_2 + \kappa)^2} \, dx \\
\leq C \eta \int_{\eta}^{1/2} \frac{\sqrt{\kappa + \eta}}{\eta^2} \, dy + C \sqrt{\kappa + \eta} + C \eta \int_{\eta}^{1/2} \frac{\sqrt{\kappa + \eta}}{\eta^2} \, dy \leq C \sqrt{\kappa + \eta}.
\]

Case 2. When \( \kappa < \eta < 1/2 \), a calculation similar to Case 1 proves the same bound.

Case 3. When \( \kappa \geq 1/2 \), we have

\[
\text{Im} \ m_{f_c}(z) \leq C \int \frac{\eta}{(z - L_2 + \kappa)^2 + \eta^2} \, dx \leq C \sqrt{\kappa + \eta}.
\]

Case 4. When \( \eta \geq 1/2 \), we have the trivial bound

\[
\text{Im} \ m_{f_c}(z) \leq |m_{f_c}(z)| \leq \frac{1}{\eta} \leq C \sqrt{\kappa + \eta}.
\]

This completes the proof of statement i. To prove ii, we proceed similarly:

Case 1. When \( \kappa > \eta \), computing the integral from \( x = L_2 - \kappa \) to \( x = L_2 - 2\kappa \), we get

\[
\text{Im} \ m_{f_c}(z) = \int \frac{\eta}{(z - L_2 + \kappa)^2 + \eta^2} \, d\mu_{fc}(x) \geq C \int_{L_2-x}^{L_2-2\kappa} \frac{\theta}{\kappa^2} \, dx \geq \frac{C \eta}{\sqrt{\kappa}} \geq \frac{C \eta}{\sqrt{\eta + \kappa}}.
\]

For the upper bound, we find that

\[
\text{Im} \ m_{f_c}(z) = \int \frac{\eta}{(z - L_2 + \kappa)^2 + \eta^2} \, d\mu_{fc}(x) \leq C \eta \int_{L_2-x}^{L_2} \frac{\theta}{\kappa^2} \, dx + C \eta \int_{-L_2}^{L_2-x} \frac{\sqrt{L_2-x}}{\eta^2} \, dx \\
\leq \frac{C \eta}{\sqrt{\kappa}} + \frac{C \eta}{\sqrt{\kappa}} \leq \frac{C \eta}{\sqrt{\eta + \kappa}}.
\]

Case 2. When \( \kappa \leq \eta \), computing the integral from \( x = L_2 - (\eta/2) \) to \( x = L_2 - \eta \), we obtain

\[
\text{Im} \ m_{f_c}(z) = \int \frac{\eta}{(z - L_2 + \kappa)^2 + \eta^2} \, d\mu_{fc}(x) \geq C \int_{L_2-(\eta/2)}^{L_2-\eta} \frac{\theta}{\eta^2} \, dx \geq \frac{C \eta}{\sqrt{\eta + \kappa}}.
\]

For the upper bound, we find that

\[
\text{Im} \ m_{f_c}(z) = \int \frac{\eta}{(z - L_2 + \kappa)^2 + \eta^2} \, d\mu_{fc}(x) \leq C \eta \int_{L_2-\eta}^{L_2} \frac{\theta}{\eta^2} \, dx + C \eta \int_{-L_2}^{L_2-\eta} \frac{\sqrt{L_2-x}}{\eta^2} \, dx \\
\leq C \sqrt{\eta} + \frac{C \eta}{\sqrt{\eta + \kappa}} \leq \frac{C \eta}{\sqrt{\eta + \kappa}}.
\]

This completes the proof of the lemma. \( \square \)

Finally, we show that \( |1 - R_2(z)| \sim \sqrt{\kappa E + \eta} \) and \( R_3(z) = \mathcal{O}(1) \); see (3.32) for the definitions.

Lemma A.6. Assume that \( \mu_{fc} \) has support \([L_1, L_2]\) and satisfies

\[
C^{-1} \sqrt{\kappa E} \leq \mu_{fc}(E) \leq C \sqrt{\kappa E},
\]

with \( C \geq 1 \), where \( \kappa E := \min(|E - L_1|, |E - L_2|) \), denotes the distance to the endpoints of the support of \( \mu_{fc} \). Moreover, assume the stability bound

\[
c < |\lambda v - z - m_{f_c}(z)| \leq C_0.
\]
with \( C_0, c > 0 \), for any \( |E| \leq E_0, 0 < \eta \leq 3 \), and \( |v| \leq 1 \). Then, we have the followings:

i. There exists a constant \( C \geq 1 \) such that for any \( |E| \leq E_0, 0 < \eta \leq 3 \),

\[
C^{-1} \sqrt{\kappa E + \eta} \leq 1 - \int \frac{d\mu(v)}{(\lambda v - z - mf_c(z))^2} \leq C \sqrt{\kappa E + \eta}.
\]

ii. There exists a constant \( C \) such that \( |R_3(z)| \leq C \) uniformly in \( z \in \mathcal{D}_L \) and \( \lambda \in \mathcal{D}_{L_0} \). Moreover, there exist constants \( c \) and \( \epsilon_0 \) such that \( |R_3(z)| \geq c \) whenever \( z \in \mathcal{D}_L \) satisfies \( |z - L_i| < \epsilon_0 \), \( i = 1, 2 \).

**Proof.** Since \( c \leq |\lambda v - z - mf_c(z)| \), it is easy to see that \( |R_3| < C \). Furthermore, it is proved in Ref. 36 that \( R_3(z) > 0 \). Since \( R_3(z) \) is an analytic function of \( z \) in a neighborhood of \( L_i, i = 1, 2 \), this proves the second part of the lemma.

In order to prove the first part of the lemma, we first consider the following decomposition:

\[
1 - \int \frac{d\mu(v)}{(\lambda v - z - mf_c(z))^2} \leq 1 - \int \frac{d\mu(v)}{|\lambda v - z - mf_c(z)|^2} + \int \frac{d\mu(v)}{|\lambda v - z - mf_c(z)|^2} - \int \frac{d\mu(v)}{(\lambda v - z - mf_c(z))^2}.
\]

For the first term in the right side of the decomposition (4), we have

\[
1 - \frac{\text{Im} m_f(z)}{\text{Im}(z + mf_c(z))} = \frac{\eta}{\text{Im}(z + mf_c(z))} \leq \frac{\eta}{C \sqrt{\kappa E + \eta}} \leq C \sqrt{\kappa E + \eta},
\]

if \( E \in [L_1, L_2] \) and

\[
1 - \frac{\text{Im} m_f(z)}{\text{Im}(z + mf_c(z))} = \frac{\eta}{\text{Im}(z + mf_c(z))} \leq \frac{\eta}{C \eta / \sqrt{\kappa E + \eta}} \leq C \sqrt{\kappa E + \eta},
\]

if \( E \in [L_1, L_2]^c \). Since

\[
|\text{Re}(\lambda v - z - mf_c(z))|, \text{Im}(z + mf_c(z)) \leq |z + mf_c(z)| + \lambda < C,
\]

we also find that

\[
\left| \int \frac{d\mu(v)}{|\lambda v - z - mf_c(z)|^2} - \int \frac{d\mu(v)}{(\lambda v - z - mf_c(z))^2} \right| = 2 \left| \int \frac{(\text{Im}(z + mf_c(z)))^2 + i \text{Re}(\lambda v - z - mf_c(z)) \cdot \text{Im}(z + mf_c(z))}{|\lambda v - z - mf_c(z)|^4} \right| \leq C \text{Im}(z + mf_c(z)) \leq C \sqrt{\kappa E + \eta}.
\]

Thus,

\[
1 - \int \frac{d\mu(v)}{(\lambda v - z - mf_c(z))^2} \leq C \sqrt{\kappa E + \eta},
\]

which proves the upper bound.

For the lower bound, we first consider the case \( E \in [L_1, L_2] \): If \( |\text{Re}(z + mf_c(z))| > \lambda \), we get

\[
\text{Im} \left( \int \frac{d\mu(v)}{(\lambda v - z - mf_c(z))^2} \right) = 2 \left| \int \frac{\text{Re}(\lambda v - z - mf_c(z)) \cdot \text{Im}(z + mf_c(z))}{|\lambda v - z - mf_c(z)|^4} \right| \geq C \text{Im}(z + mf_c(z)) \geq C \sqrt{\kappa E + \eta}.
\]

\[
\text{Hence,}
\]

\[
1 - \int \frac{d\mu(v)}{(\lambda v - z - mf_c(z))^2} \geq \left| \text{Im} \int \frac{d\mu(v)}{(\lambda v - z - mf_c(z))^2} \right| \geq C \sqrt{\kappa E + \eta}.
\]
If \( |\Re(z + m_{f_c}(z))| < \lambda \), then the stability bound \( |\lambda v - z - m_{f_c}(z)| > c \) implies that \( \Im(z + m_{f_c}(z)) > c \). Then, we get

\[
\Re \int \frac{d\mu(v)}{(\lambda v - z - m_{f_c}(z))^2} = \int \frac{[\Re(\lambda v - z - m_{f_c}(z))^2 - |\Im(z + m_{f_c}(z))|^2]}{|\lambda v - z - m_{f_c}(z)|^4} d\mu(v) \\
\leq \int \frac{d\mu(v)}{|\lambda v - z - m_{f_c}(z)|^2} - C.
\]

Thus,

\[
\left| 1 - \int \frac{d\mu(v)}{(\lambda v - z - m_{f_c}(z))^2} \right| \geq 1 - \Re \int \frac{d\mu(v)}{|\lambda v - z - m_{f_c}(z)|^2} \\
\geq \int \frac{d\mu(v)}{|\lambda v - z - m_{f_c}(z)|^2} - \Re \int \frac{d\mu(v)}{|\lambda v - z - m_{f_c}(z)|^2} \\
\geq C \geq C \sqrt{\kappa_E + \eta}.
\]

In case \( E \in [L_1, L_2] \), we obtain a lower bound from

\[
\left| 1 - \int \frac{d\mu(v)}{(\lambda v - z - m_{f_c}(z))^2} \right| \geq 1 - \int \frac{d\mu(v)}{|\lambda v - z - m_{f_c}(z)|^2} \\
\geq 1 - \frac{\Im m_{f_c}(z)}{\Im(z + m_{f_c}(z))} = \frac{\eta}{\eta/\sqrt{\kappa_E + \eta}} = C \sqrt{\kappa_E + \eta}.
\]

This completes the proof. \( \square \)

---