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Abstract

Log likelihood ratio normalisation and scoring methods have been studied by many researchers and have improved the performance of speaker identification systems. However, these studies have disadvantages: the recognised distorted speech segments are different for each speaker. Also the background model in log likelihood ratio normalisation is changed in each speech segment even for the same speaker. This paper presents two techniques. Firstly, candidate selection based on significance testing, which designs the background speaker model more accurately. And secondly, the scoring method, which recognises the same distorted speech segments for every speaker. We perform a number of experiments with the SPIDRE database.

1. Introduction

In text independent speaker identification in a real environment, mismatches occur between the speaker model and input speech because of difficulties in collecting sufficient amounts of data, the differences between training and testing environments and the distortion from several kinds of noise [2, 6]. In order to reduce these mismatches, scoring methods, which eliminate segments with lower log likelihood, have been studied [3].

For an input utterance $X = x_1, x_2, ..., x_T$, the probability of a speaker model $\lambda$ given the input utterance is:

$$P(\lambda|X) = \frac{p(X|\lambda)p(\lambda)}{p(X)}$$

(1)

Assuming each speech segment is independent of the other, the log likelihood for the input speech is the sum of each segment's log likelihood.

$$logL(\lambda|X) = \sum_{i=1}^{T} logL(\lambda|x_i)$$

(2)

In equation (1), $p(X)$ is a static factor within a given utterance, but will vary from utterance to utterance. As a result, the likelihoods returned by the speaker model for each $\lambda$ are not absolute measures, but relative measures with respect to $p(X)$, and therefore not directly comparable. So, methods, which make the comparison of likelihoods between segments meaningful are required. The general approach is to apply likelihood normalisation to input utterance using the speaker model $\lambda$ and background speaker model $\lambda_B$ [5, 1]. For simplicity, we define the normalised log likelihood ratio (LLR) as follows:

$$LLR(X) = \frac{p(X|\lambda)}{p(X|\lambda_B)}$$

(3)

Studies have been performed in speaker identification and verification on the scoring method and the design of background speaker models and have shown good performance [3, 1]. However they have disadvantages: the recognised distorted speech segments are different for each speaker since each speaker has different selected segments. Also, the background speaker model is changed in each speech segment. As the number of enrolled speaker becomes large, a lot of overlap between speaker subspaces occurs and speaker model correctness decreases. Therefore, the scoring method which recognises the same distorted speech segments for every speaker and the candidate selection method, which designs the background speaker model more accurately, are needed.

The rest of the paper is arranged as follows. We first give details of the candidate selection method based on significance testing. We then describe our work on likelihood ratio normalisation and the scoring method with selected candidates, which recognises the same distorted speech segments for every speaker. This is followed by a number of experiments that show the effect of the method.

2. Candidate Selection Using a Confidence Measure

The underlying assumption for correct identification is that the difference in log likelihood between the best and the second best speaker models during correct identification is generally larger than the difference during incorrect identification.

Figure 1 shows the histograms of log likelihood ratio be-
tween the best and the second best speaker models. The
distribution differs greatly depending on whether or not
the speaker is correctly identified. The distribution of the
log likelihood ratio for incorrectly identified results has an
exponential probability-like distribution. However, it is
difficult to say whether or not the distribution of correctly
identified has a specific distribution. Measuring confidence
based on the significance testing was presented [3]. Let
$C_F$, $r$, and $f_F(r) = f(r|C_F)$ denote the class of incorrect
identifications, the log likelihood ratio between the best
and second best speaker models and the distribution of
log likelihood ratio for incorrectly identified results
respectively. The significance confidence measure, denoted by
$Conf(r)$, is defined as follows:

$$Conf(r) = 1 - \int_r^{\infty} f_F(x)d(x) \quad (4)$$

The higher the confidence measure, the more we believe
that the log likelihood ratio is too high to have been
generated by a misclassification.

Figure 2 illustrates the estimation of a confidence
measure. The log likelihood ratio’s distribution of incorrectly
identified results may be estimated by an exponential dis-
tribution [4]. From the confidence measure, if a log likel-
hood ratio, $r$, is acquired, we believe the identification re-
result with a $Conf(r)$ confidence. Based on the definition
of the confidence measure in the significance method, as $r$
increases, so too does the degree of confidence, $Conf(r)$. Us-
ing this confidence measure, the log likelihood ratio which
gives 0.95 confidence is estimated at 21.5.

The procedures for confidence estimation in this research
are described as follows: First, speaker models are trained
using training data. Then, the distribution of log like-
lihood ratios for the development data, which is not in-
cluded in training data, is found. Using this distribution,
the degree of confidence function is estimated. Finally, a
threshold of log likelihood ratio is selected which satisfies
the desired degree of confidence. Figure 3 shows these pro-
cedures.

Figure 4 explains how to select candidates. In the test-
ing environment, the log likelihood for each speaker model
is calculated. Then the log likelihoods are sorted in de-
creasing order and a rank to each speaker is given. Then,
the method steps through the ranked speakers one-by-one,
calculating the confidence level from the current ranked
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speaker to the best ranked speaker. It finds the lowest rank \(N\) which exceeds the required confidence level. Then, it selects candidates from the best speaker to the \((N - 1)\)th best speaker. As a result, the system selects candidate speakers whose log likelihood ratio with the best speaker is smaller than the pre-defined threshold.

3. Scoring Method with Candidates

The underlying assumption for the scoring method is that in distorted segments, candidates have generally worse ranks than ranks in undistorted segments.

In the conventional method, which is presented in [3], the normalised log likelihood ratio for the speaker model \(\lambda_n\) given the speech segment \(x_t\) is evaluated as follows:

\[
LLR(\lambda_n | x_t) = \log \frac{p(x_t | \lambda_n)}{\max p(x_t | \lambda_m)}
\]

The denominator is the maximum probability over all models not belonging to speaker \(n\). Therefore, the background speaker model is different in each speech segment even when originating from the same speaker. In the proposed method, the background model for the candidate \(c_n\) is designed taking into account all candidates. Hence, the normalised log likelihood ratio becomes:

\[
LLR(\lambda_n | x_t) = \log \frac{p(x_t | \lambda_n)}{p(x_t | \lambda_B)} = \log \frac{p(x_t | \lambda_n)}{\sum p(x_t | \lambda_m)}
\]

The denominator is the sum of the candidates’ likelihood.

In the proposed scoring method, the average rank of the candidates for each frame is calculated. The method then sorts these average ranks in increasing order and selects the best \(T\) frames. After the selection of frames, only the normalised log likelihood ratios of the selected frames are credited to each candidate. Then, the speaker identification system identifies the speaker with the highest normalised score among the different candidates. Table 1 summarises the differences between the conventional and the proposed scoring method.

<table>
<thead>
<tr>
<th>Conventional</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background model</td>
<td>All candidates</td>
</tr>
<tr>
<td>Best speaker (m) except speaker (n)</td>
<td></td>
</tr>
<tr>
<td>Selection method</td>
<td>Average rank of candidates</td>
</tr>
<tr>
<td>Best LLR</td>
<td></td>
</tr>
<tr>
<td>Speech distortion assumption</td>
<td></td>
</tr>
<tr>
<td>As the normalised score decreases</td>
<td>As the average rank becomes poor (value increases)</td>
</tr>
<tr>
<td>Extracted frames</td>
<td></td>
</tr>
<tr>
<td>Differ among the speakers</td>
<td>The same for all speakers</td>
</tr>
</tbody>
</table>

Table 1: Comparison between the conventional and the proposed scoring methods

4. Experiments and Results

The experiments used the SPIDRE database, which is widely used in speaker recognition. Speaker models were implemented using Hidden Markov VQ-codebook Models (HMVQ): these have shown good results in small amounts of training data in speaker identification [6]. All input speech was divided into 20ms frames with 10ms overlap. The parametrisation used was 14 dimensional bark cepstrum, 14 dimensional delta bark cepstrum, energy and delta energy were used as input parameters. Models were built with 1, 2 and 4 emitting states. Table 2 summarises the experimental setup.

We performed three different experiments, varying the number of speakers and the amount of training data. Experiment 1 is performed with 45 speakers and 30 seconds of training data for each speaker. Experiment 2 was performed with 45 speakers and 4 minutes of training data per speaker. Experiment 3 was performed with 15 speakers and 30 seconds of training data per speaker. Table 3 summarises these 3 experiments.

Table 4 shows the identification rate of the baseline system (without using normalisation and scoring methods). The identification rate shown is that for data which surpasses a 0.95 threshold for the degree of confidence. In all experiments, the identification rate for data exceeding the 0.95 confidence level is much better than that for the conventional method. Therefore, we can conclude that accepting or rejecting the identification result using the proposed confidence measure is effective. Table 4 also shows the percentage of data which exceeds the 0.95 confidence level. In experiment 1 with 1 state, the percentage of the data exceeding the 0.95 confidence level is 31.5.

Table 5 shows the probability that the input speaker ex-
Table 4: Effectiveness of confidence measure

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Baseline</th>
<th>Over 0.95</th>
<th>Percentage over 0.95 thr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 state</td>
<td>63.0</td>
<td>97.7</td>
<td>31.5</td>
</tr>
<tr>
<td>2 state</td>
<td>59.3</td>
<td>97.1</td>
<td>26.9</td>
</tr>
<tr>
<td>4 state</td>
<td>55.6</td>
<td>89.7</td>
<td>26.9</td>
</tr>
</tbody>
</table>

Table 5: The probability that the input speaker exists among the set of candidates under the 0.95 confidence level(Pr.\(Ex(0.95)\)), and the average number of candidates in each set(Av.\#$\_\text{Cand}(0.95))

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Pr.(Ex(0.95))</th>
<th>Av.#$_\text{Cand}(0.95)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 state</td>
<td>70.3</td>
<td>3.23</td>
</tr>
<tr>
<td>2 state</td>
<td>77.0</td>
<td>3.50</td>
</tr>
<tr>
<td>4 state</td>
<td>76.4</td>
<td>4.28</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Pr.(Ex(0.95))</th>
<th>Av.#$_\text{Cand}(0.95)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 state</td>
<td>89.4</td>
<td>2.91</td>
</tr>
<tr>
<td>2 state</td>
<td>76.9</td>
<td>2.50</td>
</tr>
<tr>
<td>4 state</td>
<td>84.0</td>
<td>4.14</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Pr.(Ex(0.95))</th>
<th>Av.#$_\text{Cand}(0.95)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 state</td>
<td>73.9</td>
<td>2.33</td>
</tr>
<tr>
<td>2 state</td>
<td>71.4</td>
<td>2.40</td>
</tr>
<tr>
<td>4 state</td>
<td>78.3</td>
<td>3.43</td>
</tr>
</tbody>
</table>

Table 6: Identification rates of the baseline system, the conventional method and the proposed method

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Baseline</th>
<th>Conventional</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 state</td>
<td>63.0</td>
<td>67.6</td>
<td>70.4</td>
</tr>
<tr>
<td>2 state</td>
<td>59.3</td>
<td>62.0</td>
<td>65.7</td>
</tr>
<tr>
<td>4 state</td>
<td>55.6</td>
<td>57.4</td>
<td>59.3</td>
</tr>
</tbody>
</table>

Table 6 shows the identification rates of the baseline system, the conventional method and the proposed method. This table verifies the effectiveness of normalisation. Identification rates were improved using normalisation and scoring methods compared to the baseline system which does not use them. In addition, the proposed method shows better or equal performance when compared to the conventional method. As the number of enrolled speakers becomes large, candidate selection has a great effects. Also as the amount of training data reduces, there is more room for enhancement using normalisation.

5. Conclusions

This paper has described a candidate selection method using a confidence measure based on significance testing, likelihood ratio normalisation using candidates as a background model, and a scoring method with candidates. Our results show that we could select candidates well using the proposed confidence measure. Performance was also enhanced in the selection of candidates with likelihood ratio normalisation and a scoring method. As the number of enrolled speakers increases and the amount of training data per speaker decreases, the performance gain becomes greater.
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