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ABSTRACT
We develop a generalized RLS (G-RLS) algorithm described by a state-space model through some modification of the procedure for Kalman filter derivation. It is shown that the G-RLS algorithm reduces to the conventional RLS when the state transition matrix is an identity matrix, and that the G-RLS algorithm without exponential weighting and Kalman filtering become identical when the state model is an unforced dynamical model. The G-RLS algorithm does not require model statistics, and can be implemented once the forgetting factor is chosen. The performances of the G-RLS and Kalman filtering are compared through computer simulation. Specifically, they are applied to the derivation of variable loop gains of a digital phase-locked loop (DPLL). The results indicate that the G-RLS algorithm can act like the Kalman filter if its forgetting factor is properly chosen.

1. INTRODUCTION
It has been recognized that the RLS algorithm can be viewed as a special case of Kalman filtering. In [1] [2] [3], it is shown that a Kalman filter described by a random-walk state model, whose state transition matrix equals the identity matrix, reduces to the exponentially weighted RLS algorithm when the process noise correlation matrix is properly given in terms of the forgetting factor, the Kalman gain and the estimation error covariance matrix. More recently, in [4], the RLS algorithm and its variants are derived in a unified manner from Kalman filtering described by an unforced dynamical state model whose state transition matrix is equal to a constant multiple of the identity matrix (see also [5]). Based on these results, some extensions of the RLS algorithm exhibiting better tracking performance than the conventional one are introduced in [5] [6].

The objective of this paper is to develop another extension of the RLS algorithm by exploiting Kalman filter theory. The proposed algorithm, which will be referred to as the generalized RLS (G-RLS) algorithm, is based on a general state model whose transition matrix is not a constant multiple of the identity matrix. This algorithm is developed through some modification of the procedure for the Kalman filter derivation in [7], and can be implemented without the knowledge of model statistics. It will be shown through computer simulation that the G-RLS algorithm can act like the Kalman filter if its forgetting factor is properly chosen.

2. THE G-RLS ALGORITHM
The G-RLS algorithm is based on the least squares (LS) estimation theory. In what follows, this algorithm is derived after briefly reviewing the LS theory.

2.1. The LS Estimation Theory
Consider the following measurement equation:

\[ y = Hx + n \]

where \( y \) is an \( N \)-dimensional measurement vector; \( x \) is an \( M \)-dimensional parameter vector to be estimated \( (N \geq M) \); \( H \) is a known \( N \)-by-\( M \) matrix of full rank; and \( n \) is an \( N \)-dimensional noise vector with zero mean and covariance matrix \( R \). In LS estimation, the problem is to find an estimate \( \hat{x} \) of the parameter \( x \) as a linear combination of the measurements \( y \) so that the estimate \( \hat{x} \) minimizes the following cost function:

\[ J(\hat{x}) = (y - H\hat{x})^T W (y - H\hat{x}) \]

where \( W \) is an \( N \)-by-\( N \) weight matrix, and \( T \) denotes transpose. The solution to this problem is given by

\[ \hat{x} = (H^T W H)^{-1} H^T W y. \]

This estimate is unbiased [8], and its error covariance matrix is expressed as

\[ E[(x - \hat{x})(x - \hat{x})^T] = (H^T W H)^{-1} \cdot H^T W R W H (H^T W H)^{-1}. \]

When the weight matrix \( W \) is set equal to the inverse of the noise covariance matrix \( R \), the estimate in (3) becomes the minimum variance estimator, which plays a fundamental role in Kalman filter derivation [7]. Another important special case of the estimate in (3) is derived by setting \( W \) to the following diagonal matrix:

\[ W = \text{diag}(1, \lambda, \lambda^2, \cdots, \lambda^{N-1}) \]

where \( 0 < \lambda \leq 1 \) and \( \lambda^k (0 \leq k \leq N - 1) \) represents the \((k+1)\)-th diagonal element. In this case, the cost function in (2) becomes

\[ J(\hat{x}) = \sum_{k=0}^{N-1} \lambda^{N-1-k} (y_k - h_k^T \hat{x})^2 \]
where \( y_k \) is the \((N-k)\)-th element of \( y \) and \( h_k^T \) is the \((N-k)\)-th row of \( H \). This cost function leads to the exponentially weighted RLS algorithm with the forgetting factor \( \lambda \). In the sequel, the G-RLS algorithm is derived by replacing a noise covariance matrix that appears in Kalman filter derivation with a diagonal weight matrix which is an extension of the one in (5).

2.2. Derivation of the G-RLS Algorithm

We now consider a state-space model described by the following pair of equations:

\[
\begin{align*}
    x_{k+1} &= A_k x_k + w_k \\
    y_k &= h_k^T x_k + v_k
\end{align*}
\]

where \( k \) is a nonnegative integer; \( A_k \) is a known \( M \)-by-\( M \) state transition matrix; \( x_k \) is the \( M \)-dimensional state (or parameter) vector; \( w_k \) is a \( M \)-dimensional process noise vector; \( y_k \) is the measurement; \( h_k \) is a known \( M \)-dimensional vector; and \( v_k \) is white noise with zero mean and variance \( \sigma_v^2 \). These equations can be combined to yield an equation that has the same form as (1). To be specific, we express \( Y_{k-i}, 0 \leq i \leq k \), in terms of \( x_k \). Form (7), \( x_k \) is written as

\[
    x_{k-i} = \Phi_{k-i}^{-1} x_k - \sum_{m=1}^{i} \Phi_{k-i-m+1} w_{k-m}
\]

where

\[
    \Phi_p^q = \prod_{i=q}^{p-1} A_i^{-1}, \quad p > q
\]

is the backward transition matrix relating the states \( x_p \) and \( x_q \). Using (9) in (8), we get

\[
    y_{k-i} = h_{k-i}^T \Phi_{k-i}^{-1} x_k - h_{k-i}^T \left( \sum_{m=1}^{i} \Phi_{k-i-m+1} w_{k-m} \right) + v_{k-i}
\]

If we define the \((k+1)\)-by-\( M \) matrix

\[
    H_k = [h_k, (h_{k-1,1} \Phi_k^{-1})^T, (h_{k-2,2} \Phi_k^{-2})^T, \ldots, (h_0^T \Phi_0^{-k})^T]^T
\]

and the \((k+1)\)-dimensional vector

\[
    u_k = [-0,(h_{k-1,1} \Phi_k^{-1} w_{k-1})^T,(h_{k-2,2} \Phi_k^{-2} w_{k-2})^T, \ldots, (h_0 \Phi_0^{-k} w_{k-m})^T]^T
\]

then the set of measurements \( \{y_k, y_{k-1}, \ldots, y_0\} \) is expressed as

\[
    y_k = H_k x_k + u_k
\]

Table 1: Summary of the Kalman filter.

<table>
<thead>
<tr>
<th>Initial conditions:</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{x}_{0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Prediction:</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k = 1, 2, 3, \ldots )</td>
</tr>
<tr>
<td>( \hat{x}_{k</td>
</tr>
<tr>
<td>( P_{k</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Filtering:</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k = 0, 1, 2, \ldots )</td>
</tr>
<tr>
<td>( \hat{x}_{k</td>
</tr>
<tr>
<td>( P_{k</td>
</tr>
</tbody>
</table>

Notations:
- \( \hat{x}_{p|q} \) is the estimate of the state \( x_p \) given the input data up to time \( q \).
- \( P_{p|q} \) is the covariance matrix of the error vector \( (x_p - \hat{x}_{p|q}) (x_p - \hat{x}_{p|q})^T \).
- \( K_k \) is the Kalman gain vector.

Then, (15) leads to the Kalman filter, which is summarized in Table 1 for later use.

The G-RLS algorithm is also derived from (15). Let the weight matrix \( W_k \) be:

\[
    W_k = \text{diag}(1, \lambda_k, \lambda_k, \ldots, \lambda_k, 1)
\]

When \( \lambda_1 = \lambda_2 = \cdots = \lambda_k = \lambda \), this weight matrix is identical to the one in (5). We rewrite (15) and introduce some relations

\[
    \hat{x}_{k|k} = (H_k^T W_k H_k)^{-1} H_k^T W_k y_k
\]

where \( \hat{x}_k \) in (15) is denoted by \( \hat{x}_{k|k} \) emphasizing that the input data up to time \( k \) are given, and \( P_{k|k} = (H_k^T W_k H_k)^{-1} \).
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The matrix $P_{kk}$ is not a covariance matrix, unlike the case of Kalman filtering.

To derive a recursive version of the estimate in (17), we consider

$$
\begin{align*}
y_{k-1} &= H_{k-1}x_{k-1} + n_{k-1} \\
&= H_{k-1}x_{k-1} + n_{k-1}
\end{align*}
$$

(18)

where $H_{k[k-1]} = H_{k-1}A_{k-1}$ and $n_{k[k-1]} = n_{k-1} - H_{k-1}w_{k-1}$. Since (18) has the same form as (1) and $n_{k[k-1]}$ has zero mean, the estimate (or prediction) of $x_k$ given $\{y_1, \cdots, y_{k-1}\}$ can be expressed as

$$
\hat{x}_{k[k-1]} = (H_{k[k-1]}^TW_{k[k-1]}H_{k[k-1]})^{-1}H_{k[k-1]}^TW_{k[k-1]}y_{k-1} - P_{k[k-1]}^{-1}y_{k-1}
$$

(19)

where

$$
P_{k[k-1]} = (H_{k[k-1]}^TW_{k[k-1]}H_{k[k-1]})^{-1}
$$

and $W_{k[k-1]}$ is a weight matrix. A reasonable choice of the weight $W_{k[k-1]}$ for the one-step prediction is:

$$
W_{k[k-1]} = \lambda_k W_{k-1}
$$

(21)

With this weight matrix, every input including the most recent one $y_{k-1}$ can be properly weighted for one-step prediction. Our goal is to express $\hat{x}_{k[k]}$ in terms of $\hat{x}_{k[k-1]}$ and $x_{k-1[k-1]}$. Using (21) in (20), $P_{k[k-1]}$ is written as

$$
P_{k[k-1]} = \frac{A_{k-1}P_{k-1[k-1]}A_{k-1}^T}{\lambda_k}
$$

(22)

Now from (22) and (17), it is straightforward to show that $\hat{x}_{k[k-1]}$ in (19) reduces to

$$
\hat{x}_{k[k-1]} = A_{k-1}\hat{x}_{k-1[k-1]}
$$

(23)

The recursion formulas for $P_{k[k]}$ and $\hat{x}_{k[k]}$ are derived by exploiting the following relations:

$$
H_k = \begin{bmatrix} h_k^T \\ H_{k[k-1]} \end{bmatrix}, W_k = \begin{bmatrix} 1 & 0 \\ 0 & W_{k[k-1]} \end{bmatrix}
$$

(24)

and $y_k = [y_k, y_{k-1}^T]^T$. The matrix $P_{k[k]}$ in (17) is expressed as

$$
P_{k[k]} = (H_{k[k-1]}^TW_{k[k-1]}H_{k[k-1]} + h_kh_k^T)^{-1}
$$

(25)

where the first equality follows from (24) and the second follows from the matrix inversion lemma $(A + BCD)^{-1} = A^{-1} - A^{-1}B(DA^{-1}B + C^{-1})^{-1}D^{-1}A^{-1}$. Now the desired estimate $\hat{x}_{k[k]}$ becomes

$$
\hat{x}_{k[k]} = (P_{k[k-1]} - P_{k[k-1]}h_kh_k^TP_{k[k-1]}^{-1})h_k^TP_{k[k-1]}^{-1}h_k + 1
$$

(26)

and after some calculation it reduces to

$$
\hat{x}_{k[k]} = \hat{x}_{k[k-1]} + K_k(y_k - h_k^TP_{k[k-1]}^{-1}h_k)
$$

(27)

### Table 2: Summary of the G-RLS algorithm.

<table>
<thead>
<tr>
<th>Step</th>
<th>Computation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>$\hat{x}_{0[0]} = 0$</td>
</tr>
<tr>
<td>2.</td>
<td>$P_{0[0]} = p^{-1}I$, $p$ small positive constant.</td>
</tr>
<tr>
<td>3.</td>
<td>Prediction: $k = 1, 2, \cdots$</td>
</tr>
<tr>
<td>4.</td>
<td>$\hat{x}<em>{k[k]} = A</em>{k-1}\hat{x}_{k-1[k-1]}$</td>
</tr>
<tr>
<td>5.</td>
<td>$P_{k[k]} = \frac{P_{k[k-1]} - P_{k[k-1]}h_kh_k^TP_{k[k-1]}^{-1}}{h_k^TP_{k[k-1]}^{-1}h_k + 1}$</td>
</tr>
<tr>
<td>6.</td>
<td>Filtering: $k = 0, 1, 2, \cdots$</td>
</tr>
<tr>
<td>7.</td>
<td>$\hat{x}<em>{k[k]} = \hat{x}</em>{k[k-1]} + K_k(y_k - h_k^TP_{k[k-1]}^{-1}h_k)$</td>
</tr>
<tr>
<td>8.</td>
<td>$P_{k[k]} = \frac{P_{k[k-1]} - P_{k[k-1]}h_kh_k^TP_{k[k-1]}^{-1}}{h_k^TP_{k[k-1]}^{-1}h_k + 1}$</td>
</tr>
</tbody>
</table>

3. APPLICATION TO DPLL DESIGN

Consider the 2nd-order adaptive DPLL model shown in Fig. 1. Assuming a zero-crossing DPLL as in [9], the input to this model is the timing offset between the positive going zero-crossings of the incoming signal and those of a locally generated sine wave. To be specific, let $1/T_0$ and $1/T_1$ denote the clock rates of the receiver and the transmitter, respectively. The timing offset $\alpha_k$ at the $k$-th ($k = 0, 1, 2, \cdots$) zero-crossing point can be expressed as

$$
\alpha_k = \beta_k + k(T_1 - T_0)
$$

(32)
where $t_0$ is the initial timing offset. The input $\alpha'_k$ to the DPLL, corrupted by noise, is expressed as

$$\alpha'_k = \alpha_k + v_k$$

(33)

where $v_k$ is zero-mean white noise with variance $\sigma^2$. In [9], the variable gain sequences $K_{0,k}$ and $K_{1,k}$ are obtained based on the following state-space model.

$$x_{k+1} = Ax_k + w_k$$

(34)

$$y_k = x_k^T$$

(35)

where $x_k = [\alpha_k \beta_k]^T$, $\beta_k = T_1 - T_0$; $A = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix}$ and $h^T = [1 \ 0]$. Note that $\beta_k$ is constant for all $k$. The optimal gain $K_{0,k}$ and $K_{1,k}$ minimizing the trace of the prediction error covariance matrix $P_{k+1|k}$ are given by the Kalman gain vector $K_k = [K_{0,k} \ K_{1,k}]^T$, which is obtained by solving the Kalman filtering equations in Table 1. Application of the G-RLS algorithm to this problem yields a sub-optimal solution. In what follows, the performance of the G-RLS algorithm is compared with those of Kalman filtering through computer simulation.

The input to the DPLL is generated under the assumption that the initial phase $\alpha_0$ and the initial phase change $\beta_0$ have uniform density in $[-T_0/2, T_0/2]$ and $[-T_0/10, T_0/10]$, respectively. For these initial statistics, $P_{0|0}$ required for Kalman filtering is

$$P_{0|0} = \begin{bmatrix} T_0^2/12 & 0 \\ 0 & T_0^2/300 \end{bmatrix}.$$  

The process noise covariance matrix $Q$ is set to

$$Q = \begin{bmatrix} 10^{-7}T_0^2 & 0 \\ 0 & 10^{-7}T_0^2 \end{bmatrix}$$

and the measurement noise variance $\sigma^2 = 10^{-2}T_0^2$. For the G-RLS algorithm, these model statistics are ignored and its forgetting factor is experimentally chosen through simulation. Here, $\lambda$ is set at 0.96.

The variable loop gain sequences obtained through the G-RLS and Kalman filtering algorithm are depicted in Fig. 2, and the corresponding prediction error variances evaluated experimentally through 1000 simulation runs are shown in Fig. 3. It is shown that the G-RLS algorithm almost acts like the Kalman filter; the former can be a useful alternative to the latter in practical applications in which model statistics are not precisely known.
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