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Abstract—In this paper, an efficient multiuser detection scheme with low decision delay is proposed for asynchronous variable processing gain (VPG) DS/CDMA systems in mobile radio channels without any restrictions on processing gains. An equivalent synchronous single bit rate DS/CDMA system is first formulated to break up the detection problem into the blocks of finite length called processing windows. A low delay multipath-combining decision-feedback multiuser detector (LDMCDF) is then proposed based on the equivalent system model. Since the LDMCDF makes the decisions for data bits every processing window, the decision delay is less than the interval of one processing window. The effect of the processing window length on the performance of the LDMCDF is evaluated, and the simulation results show that the LDMCDF provides good performance with the negligible decision delay.

I. INTRODUCTION

The multiple access interference (MAI) and near-far problem limit the capacity and performance of DS/CDMA systems significantly. There has been a great deal of interest in improving DS/CDMA detection through the use of multiuser detectors [1].

Future DS/CDMA systems must be able to support multi-rate services such as speech, image, data, and even moving picture. Therefore, receiver design for multi-rate DS/CDMA systems is a research area of great interest. In order to transmit signals with multiple data rates sharing a given bandwidth, the most easiest is the variable processing gain (VPG) system, which alters the processing gain according to bit rates and spread all signals to the same bandwidth [2]. There have been several studies [3]-[6] on receiver design for the VPG-DS/CDMA systems. In all of those studies, however, data rates are assumed to be the integer multiples of the lowest data rate. Furthermore, [3]-[5] assumed the asynchronous system. The receiver proposed in [6], although the asynchronous system was considered, may result in large decision delay for the high data rate user if this scheme is applied to the system of the wide range of data rates.

In this paper, we consider the multiuser detection scheme for the asynchronous VPG-DS/CDMA system in the frequency-selective slowly-varying Rayleigh fading channel without any restrictions on the processing gain. A multiuser detector which achieves good performance with negligible decision delay is developed. In order to reduce the decision delay, we break up the detection problem into the finite length blocks called processing windows by deriving an equivalent synchronous single rate DS/CDMA system model. Based on this equivalent system model, a low delay multipath-combining decision-feedback multiuser detector (LDMCDF) is proposed. The multipath signals are coherently combined to alleviate the fading effects of the channel. The MAI is canceled by applying the partial decorrelating decision-feedback scheme [7] to the combined multipath signals. Thus, the complexity of the MAI cancellation does not depend on the number of paths being combined. The decisions of the transmitted data bits are obtained through the maximal-ratio combining every processing window. Hence, the decision delay becomes less than the interval of one processing window.

II. RECEIVED SIGNAL MODEL

Consider the asynchronous VPG-DS/CDMA system with $K$ users. The bit duration of the $k$th user is $T_k = L_kT_c$, where $L_k$ is the processing gain and $T_c$ is the chip duration. No special restrictions are made on $L_k$. The $j$th bit transmitted by the $k$th user is denoted by $b_{k,j}$. The signature waveform for the $j$th bit of the $k$th user $a_{k,j}(t)$, which is restricted to the bit interval of duration $T_j$, is assumed to be real and to satisfy $\int_0^{T_k} |a_{k,j}(t)|^2 dt = 1$. The signal received through the frequency-selective channel can be represented by using the tapped-delay-line model [8] as

$$r(t) = n(t) + \sum_{k=1}^{K} \sum_{j=-\infty}^{\infty} \sum_{m=0}^{M-1} \lambda_{k,j}^{(m)} \sqrt{2E_k} b_{k,j} a_{k,j}(t - jT_k - mT_c - \tau_k) \cos(\omega_k t + \phi_{k,j}^{(m)}),$$

where $n(t)$ is the white Gaussian noise with two-sided power spectral density $N_0/2$. In (1), $E_k$, $\omega_k$, and $\tau_k$ are the transmitted bit energy, carrier frequency, and relative time delay, respectively, of user $k$. Let $\Delta$ denote the multipath delay spread. Then, the number of resolvable paths, $M$, can be approximated as $M = [\Delta/T_c] + 1$, where $[x]$ denotes the largest integer less than or equal to $x$. The gain of the $m$th path for the $j$th bit of user $k$, $\lambda_{k,j}^{(m)}$, is assumed to have Rayleigh distribution. The received phase $\phi_{k,j}^{(m)}$ is assumed to
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be uniformly distributed over $[0, 2\pi)$. The received signal in (1) can be rewritten in terms of the quadratic components as

$$r(t) = \sum_{k=1}^{K} \sum_{j=-\infty}^{\infty} b_k j \sqrt{2E_k} \{ s_{k,j}^I(t - jT_k) \cos(\omega_k t) - s_{k,j}^Q(t - jT_k) \sin(\omega_k t) \} + n(t),$$

where

$$s_{k,j}^I(t) = \sum_{m=0}^{M-1} \Lambda_{k,j}^{(m)} a_{k,j} (t - mT_c - \tau_k) \cos(\phi_{k,j}^{(m)}),$$

$$s_{k,j}^Q(t) = \sum_{m=0}^{M-1} \Lambda_{k,j}^{(m)} a_{k,j} (t - mT_c - \tau_k) \sin(\phi_{k,j}^{(m)}).$$

$s_{k,j}^I(t)$ and $s_{k,j}^Q(t)$ can be considered as the received signature waveforms for in-phase and quadrature phase component, respectively, of the signal passed through the multipath fading channel.

III. EQUIVALENT SYNCHRONOUS SINGLE RATE DS/CDMA SYSTEM MODEL

Let the time interval $[iT, (i+1)T]$ be called as the $i$th processing window. The length of the processing window can be determined according to system requirements such as the decision delay and bit error rate (BER) performance.

Depending upon the bit rates, some bits are received during a single processing window and other bits during several processing windows. The maximum number of the processing windows with which a single bit of user $k$ can overlap is given by $G_k + 1$, in which $G_k = \lceil T_k + (M - 1)T_c/T_w \rceil$, where $\lceil x \rceil$ denotes the smallest integer greater than or equal to $x$. Let $G = \max\{G_1, G_2, \ldots, G_K\}$. Then, the reception of any bit beginning with the $i$th processing window is completed before the $(i + G)$th processing window ends.

Let a physical user denote the user in the original system and an effective user denote the imaginary user in the proposed equivalent system model. During the $i$th processing window, each bit of physical users overlapped with the $i$th processing window is mapped to one effective user according to the completion time of reception of it. If the reception of a physical user bit ends in the $(i + g)$th processing window, then this bit is mapped to an effective user belonging to group $B_g(i)$ (see Fig. 1), where $g = 0, 1, \ldots, G$. Therefore, each effective user transmits one data bit during the interval of one processing window, and the bit rate of the equivalent system is $1/T_w$. It is noted that if a physical user bit overlaps with $N$ processing windows (see Fig. 1), then this bit generates $N$ effective users (one effective user in each processing window) which represent the same physical data.

The signature waveform for an effective user in the $i$th processing window is the same as the received one for the corresponding physical user bit during the interval occupied by this bit (see the shaded region in Fig. 1) and is zero in the rest of the $i$th processing window. The other parameters of effective users are also obtained from the parameters of the corresponding bits of physical users. In order to use the decision-feedback detection scheme [7], the effective users of each group are reordered in such a way that the received energies of the corresponding bits of physical users might be in non-increasing order. The received signal in (2) can be rewritten in terms of effective users as

$$r(t) = \sum_{i=\infty}^{-\infty} \sum_{g=0}^{G} \sum_{p=1}^{K_g(i)} b_p(g)(i) \sqrt{2E_p(g)(i)} \{ s_{p,g}^I(g)(i,t) \cos(\omega_p(g)(i)t) - s_{p,g}^Q(g)(i,t) \sin(\omega_p(g)(i)t) \} + n(t),$$

where $K_g(i)$ denotes the number of effective users of $B_g(i)$. In (3), $b_p(g)(i)$, $s_{p,g}^I(g)(i,t)$, and $s_{p,g}^Q(g)(i,t)$ are the data bit, in-phase signature waveform, and quadrature phase signature waveform, respectively, of the $p$th effective user of $B_g(i)$. The carrier frequency, $\omega_p(g)(i)$, and transmitted bit energy, $E_p(g)(i)$, of the $p$th effective user of $B_g(i)$ are the carrier frequency and transmitted bit energy, respectively, of the corresponding physical user. As shown in (3), during the $i$th processing window, the asynchronous VPG-DS/CDMA system with $K$ physical users can be represented as the equivalent synchronous single rate DS/CDMA system with $\tilde{K}(i) = \sum_{g=0}^{G} K_g(i)$ effective users.

In the rest of this section, the simple vector-matrix expression is derived for the proposed LDMCDF. For the notational simplicity, when $\tilde{K}(i)$ and $K_g(i)$ are used as a subscript or as a superscript, we will use $\tilde{K}$ and $K_g$ instead, respectively.

The fading effect can be compensated by employing multipath diversity combiners known as RAKE receivers in DS/CDMA systems [8]. The number of diversity branches of the RAKE receiver is assumed to be equal to that of resolvable paths. Then, with the perfect estimation of the channel parameters, the output of the RAKE receiver for the $p$th effective user of $B_g(i)$, $y_p(g)(i)$, is given by

$$y_p(g)(i) = y_p^I(g)(i) + y_p^Q(g)(i),$$

where

$$y_p^I(g)(i) = \int_{iT}^{(i+1)T} r(t) \sqrt{2E_p(g)(i)} \cos(\omega_p(g)(i)t) dt,$$

$$y_p^Q(g)(i) = \int_{iT}^{(i+1)T} -r(t) \sqrt{2E_p(g)(i)} \sin(\omega_p(g)(i)t) dt.$$

Let $U(g)(i) = [u_1(g)(i), \ldots, u_{K_g(i)}(i)]^T$ denote the data bit vector for the effective users of $B_g(i)$, $W(g)(i) =
Figure 1. Examples on the mapping between the physical user bit and the effective user. (a) A physical user bit overlapped with one processing window. (b) A physical user bit overlapped with two processing windows. (c) A physical user bit overlapped with three processing windows.

diag([E_1^{(g)}(i)]^{1/2}, \ldots, [E_{\mathcal{N}}^{(g)}(i)]^{1/2}) the transmitted bit energy matrix, and \( y^{(g)}(i) = [y_1^{(g)}(i), \ldots, y_{\mathcal{N}}^{(g)}(i)]^T \) the sampled output vector of the RAKE receiver bank. Let \( H^{(g,h)}(i) \in \mathbb{R}^{\mathcal{N}_g \times \mathcal{N}_h} \) represent the cross-correlation matrix of the signature waveforms for the effective users of \( B_g(i) \) and \( B_h(i) \) with its \((p,q)\)th element given by

\[
H^{(g,h)}(i) = \int_{t_{\text{IW}}}^{(i+1)t_{\text{IW}}} \hat{s}_p^{(g)}(i,t) \hat{s}_q^{(h)}(i,t) \cos(\Delta \omega^{(g,h)}(i)t) dt + \int_{t_{\text{IW}}}^{(i+1)t_{\text{IW}}} \hat{s}_p^{(g)}(i,t) \hat{s}_q^{(h)}(i,t) \sin(\Delta \omega^{(g,h)}(i)t) dt - \int_{t_{\text{IW}}}^{(i+1)t_{\text{IW}}} \hat{s}_p^{(g)}(i,t) \hat{s}_q^{(h)}(i,t) \sin(\Delta \omega^{(g,h)}(i)t) dt + \int_{t_{\text{IW}}}^{(i+1)t_{\text{IW}}} \hat{s}_p^{(g)}(i,t) \hat{s}_q^{(h)}(i,t) \cos(\Delta \omega^{(g,h)}(i)t) dt dt,
\]

where \( \Delta \omega^{(g,h)}(i) = \omega_p^{(g)}(i) - \omega_q^{(h)}(i) \). Then, the overall sampled output vector, \( y(i) \), of the RAKE receiver bank for the effective users during the \( i \)th processing window is given by

\[
y(i) = H(i)W(i)b(i) + n(i), \tag{5}
\]

where \( y(i) = [(y^{(0)}(i))^T, \ldots, (y^{(G)}(i))^T]^T \), \( b(i) = [(b^{(0)}(i))^T, \ldots, (b^{(G)}(i))^T]^T \), and

\[
H(i) = \begin{bmatrix} H^{(0,0)}(i) & \cdots & H^{(0,G)}(i) \\ \vdots & \ddots & \vdots \\ H^{(G,0)}(i) & \cdots & H^{(G,G)}(i) \end{bmatrix},
\]

\[
W(i) = \begin{bmatrix} W^{(0)}(i) & \cdots & 0_{\mathcal{N}_G \times \mathcal{N}_G} \\ \vdots & \ddots & \vdots \\ 0_{\mathcal{N}_G \times \mathcal{N}_G} & \cdots & W^{(G)}(i) \end{bmatrix},
\]

and \( n(i) \in \mathbb{R}^{\mathcal{N}_G \times 1} \) is the zero-mean Gaussian noise vector with autocorrelation matrix \( R(n(i)) = \frac{N_0}{2} H(i) \).

IV. LOW DELAY MULTIPATH-COMBINING DECISION-FEEDBACK MULTIUSER DETECTOR

The receiver structure is presented in Fig. 2. We assume the perfect estimation of timing and channel parameters. During the \( i \)th processing window, one-to-one mappings between the effective users and the bits of physical users are found first. Then, the parameters of the effective users are derived by using the one-to-one mappings and the estimated channel parameters. During the \( i \)th processing window, the LDMCDF makes the decisions for the effective users of \( B_0(i) \), whose corresponding physical user bits are completely received before the \( i \)th processing window ends, and the decisions for physical users are obtained through the inverse mapping. The LDMCDF removes the MAI by using the partial decorrelating decision-feedback scheme [7]. The detailed description on the MAI cancellation is given in the rest of this section.
not be obtained during the $i$th processing window, is removed from $y^{(0)}(i)$. Since $F(i)$ can be represented in terms of $F^{(g,h)}(i) \in \mathbb{R}^{K_g \times K_h}$ as follows,

$$F(i) = \begin{bmatrix} F^{(0,0)}(i) & \cdots & 0_{K_0 \times K_2} \\ \vdots & \ddots & \vdots \\ F^{(G,G)}(i) & \cdots & F^{(G,G)}(i) \end{bmatrix},$$  \hspace{1cm} (6)$$

the output of the whitening filter for the effective users of $B_g(i)$, $\hat{y}^{(g)}(i)$, can be expressed as

$$\hat{y}^{(g)}(i) = \sum_{h=0}^{9} F^{(g,h)}(i)w^{(h)}(i)b^{(h)}(i) + \tilde{n}^{(g)}(i),$$ \hspace{1cm} (7)

where $\tilde{n}^{(g)}(i) \in \mathbb{R}^{K_g \times 1}$ is the zero-mean Gaussian noise vector with autocorrelation matrix $\mathbf{R}(\tilde{n}^{(g)}(i)) = \sum_k \mathbf{T}_k$. We note that $F(i)$ and, hence, $F^{(g,h)}(i)$ are lower triangular matrices with positive diagonal elements.

Let $D_p(i)$ denote the number of the previous processing windows with which the physical user bit corresponding to the $p$th effective user of $B_g(i)$ overlaps, and $D(i) = \max\{D_1(i), \ldots, D_{K_0}(i)\}$. Then, there exist effective users which belong to $B_g(i-d)$ and represent the same physical data as the $p$th effective user of $B_g(i)$, for $d = 1, \ldots, D_p(i)$. Define $p'(d)$ such that the $p'(d)$th effective user of $B_g(i-d)$ represents the same physical data as the $p$th effective user of $B_g(i)$, for $d = 1, \ldots, D_p(i)$, and $p'(0) = p$. For the notational simplicity, $p'$ will be used instead of $p'(d)$ when it is used as a subscript. For $d = 0, \ldots, D_p(i)$, the whitening filter output, $\hat{y}^{(d)}(i-d)$, for the $p'(d)$th effective user of $B_g(i-d)$ contains the information on $b^{(d)}(i-d)$, or the information on $b^{(0)}(i)$. Therefore, in order to make the decision $\hat{y}^{(d)}(i-d)$, the information on $b^{(0)}(i)$, or the information on $b^{(d)}(i-d)$ should be used jointly. Since the above statement holds for all effective users of $B_g(i)$, $\hat{y}^{(0)}(i-d)$, $0 \leq d \leq D(i)$, should be utilized jointly to obtain the decision $\hat{y}^{(0)}(i)$ for $b^{(0)}(i)$, where

$$\hat{y}^{(0)}(i-d) = \sum_{g=0}^{9} F^{(d,g)}(i-d)w^{(g)}(i-d) b^{(g)}(i-d) + \tilde{n}^{(0)}(i-d).$$ \hspace{1cm} (8)

\[
\text{From (8), it can be seen that the MAI terms in }\hat{y}^{(d)}(i-d) \text{ consist of the intergroup MAI due to the effective users of } B_g(i-d), \ldots, B_{d-1}(i-d) \text{ and the intragroup MAI due to the effective users } 1, \ldots, p'(d)-1 \text{ of } B_g(i-d).
\]

Since $B^{(0)}(i)$ for $i < i$ have been obtained prior to the $i$th processing window and $b^{(0)}(i-l')$ for $l' = 1, \ldots, D(i)$ can be obtained from $b^{(0)}(l')$ the decisions for $b^{(0)}(i-d), \ldots, b^{(d-1)}(i-d)$ are available during the $i$th processing window. Therefore, the intergroup MAI can be removed from $\hat{y}^{(d)}(i-d)$ by using $b^{(0)}(i-d), \ldots, b^{(d-1)}(i-d)$. The output, $u^{(d)}(i)$, obtained by canceling the intergroup MAI, is given by

$$u^{(d)}(i) = \hat{y}^{(d)}(i-d) - \sum_{g=0}^{d-1} F^{(d,g)}(i-d) w^{(g)}(i-d) b^{(g)}(i-d).$$ \hspace{1cm} (9)

The decisions for the effective users of $B_0(i)$ are obtained in the increasing order of the indices of effective users, i.e., from the 1st effective user to the $K_0(i)$th one, by using the decision-feedback detection, based on $u^{(0)}(i)$ for $d = 0, \ldots, D(i)$. And, $\hat{y}^{(d)}(i-d) = b^{(0)}(i)$ for $d = 1, \ldots, D_p(i)$. In the decision-making process, therefore, the decisions for the effective users $1, \ldots, p'(d)-1$ of $B_0(i-d)$ are obtained prior to that for the $p'(d)$th effective user of $B_0(i-d)$. Hence, the intragroup MAI remaining in $u^{(d)}(i)$ can be canceled as follows,

$$z^{(d)}(i) = u^{(d)}(i) - \sum_{q=1}^{p'(d)-1} F^{(d,q)}(i-d) w^{(d,q)}(i-d) b^{(d,q)}(i-d).$$ \hspace{1cm} (10)

In the case that all feedback decisions are correct, $z^{(d)}(i)$ in (10) contains no MAI terms. Since $z^{(d)}(i)$ contains the information on $b^{(0)}(i)$, $0 \leq d \leq D_p(i)$, the decision for $b^{(0)}(i)$ is obtained by using the maximal-ratio combining of $z^{(d)}(i)$ to recover the received bit energy as

$$\hat{b}^{(0)}(i) = \text{sgn} \left( \sum_{d=0}^{D_p(i)} \alpha^{(d)}(i) z^{(d)}(i) \right), \hspace{1cm} (11)$$

where the maximal-ratio combining coefficient $\alpha^{(d)}(i)$ is given by

$$\alpha^{(d)}(i) = F^{(d,d)}(i-d) W^{(d,d)}(i-d).$$ \hspace{1cm} (12)

V. Simulation Results

In the simulation, it is assumed that the chip waveform is of the rectangular pulse type and each bit uses an identical signature waveform. It is also assumed that the mean power of the path gain decreases by 1 [dB] as the path delay increases by one chip duration and the mean received bit energy, $E_b$, is the same for each user. The number of users for each bit rate is assumed to be the same. The performance of the LDMCDF is compared with those of the conventional RAKE receiver bank (CRAKEB), the conventional RAKE receiver in the single user system (CRAKESU), and the multipath-decorrelating maximal-ratio combining receiver (MD-MRC) [10].
In Fig. 3, the average BER of the LDMCDF is plotted as the function of $T_w/T_c$ with $E_b/N_0 = 9$ [dB]. Gold sequences are used as the signature sequences. The processing gains are $L = 31, 63, 127$, and the number of users is $K = 12$. It is assumed that there are $M = 4$ resolvable paths. Note that the first three values of $T_w$ ($T_w/T_c = 34, 66, 130$) correspond to the time intervals during which a single bit of each bit rate is received. As the processing window length becomes large, the number of the effective users of $B_n(t)$ increases, and so does the average number of interfering bits of which decisions are used as the feedback terms. Thus, as $T_w$ becomes large, the decision-feedback gain increases, i.e., the BER performance of the LDMCDF improves, although the decision delay increases. When $T_w$ is greater than the maximum reception interval, the decisions of almost all the interfering bits are utilized as the feedback terms. Hence, the increase in $T_w$ results in little performance improvement.

![Fig. 3. Effect of the processing window length.](image)

Fig. 3. Effect of the processing window length.

Because of the performance gain provided by the decision-feedback detection. For example, to achieve the BER of $10^{-4}$ with $M = 4$ resolvable paths, the MD-MRC requires about $3.5$ [dB] higher $E_b/N_0$ than the LDMCDF. In the case of the MD-MRC, the larger order of multipath diversity results in a higher decorrelating loss, which was previously observed in [10]. However, the LDMCDF preserves the larger diversity gain for the larger order of multipath diversity, since it applies the partial decorrelating operation to the combined multipath signals.

![Fig. 4. Comparison between the average BERs of the LDMCDF and the MD-MRC.](image)

Fig. 4. Comparison between the average BERs of the LDMCDF and the MD-MRC.

In Fig. 4, the average BERs of the LDMCDF and the MD-MRC are shown for $E_b/N_0$ with $L = 32, 64, 128$, $K = 15$, and the processing window length of minimum reception interval. The extended m-sequences defined in [11] are used as the signature sequences. The LDMCDF with the negligible decision delay obviously outperforms the MD-MRC whose decision delay approaches infinity because of the performance gain provided by the decision-feedback detection. For example, to achieve the BER of $10^{-4}$ with $M = 4$ resolvable paths, the MD-MRC requires about $3.5$ [dB] higher $E_b/N_0$ than the LDMCDF. In the case of the MD-MRC, the larger order of multipath diversity results in a higher decorrelating loss, which was previously observed in [10]. However, the LDMCDF preserves the larger diversity gain for the larger order of multipath diversity, since it applies the partial decorrelating operation to the combined multipath signals.

VI. CONCLUSIONS

The multiuser detector for the asynchronous VPG-DS/CDMA system in mobile radio channels has been investigated without any restrictions on the processing gain. The equivalent synchronous single rate DS/CDMA system model has been derived. Based on the equivalent system model, the LDMCDF has been proposed. We have evaluated the effect of the processing window length on the performance of the LDMCDF. The simulation results show that the LDMCDF achieves good performance with the negligible decision delay at the cost of accurate estimation of the channel parameters. It is expected that the LDMCDF can be easily adapted to the changes in the various communication system parameters, such as the number of active users or channel parameters, since the proposed detection scheme is based on the equivalent synchronous single rate DS/CDMA system.
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