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Abstract—Rate $t/k$ ($t \leq k$) intercarrier interference (ICI) canceling codes for orthogonal frequency division multiplexing (OFDM) systems are proposed. The capacity lower bounds of OFDM systems employing these codes are derived for time-varying frequency-selective channels. The optimal codes maximizing these bounds are designed numerically. The simulation results indicate that the optimal codes can provide both higher capacity lower bounds and lower bit error rates (BERs) than the existing ICI canceling codes.

Index Terms—Capacity, intercarrier interference (ICI), orthogonal frequency division multiplexing (OFDM), time-varying channel.

I. INTRODUCTION

It has been recognized that the performance of an orthogonal frequency division multiplexing (OFDM) system can be severely degraded by intercarrier interference (ICI) resulting from the channel variation within an OFDM symbol period. To compensate for the ICI, various techniques have been introduced including frequency- and time-domain equalizations (see [1] and references therein), the rate-1/k ICI cancellation schemes [2]–[5], and the frequency-domain partial response coding (PRC) [6], [7]. Among these approaches, the equalizations would be the most common, but their implementation tends to require heavy computation when the channel varies fast. The rate-1/k ICI cancellation schemes based on the use of frequency-domain coding or time-domain windowing are simple and effective; however, these schemes reduce the spectral efficiency by a factor of $k$. The PRC does not sacrifice spectral efficiency but often needs the maximum-likelihood sequence estimator (MLSE) to minimize performance loss; thus, this increases the receiver complexity.

In this letter, we propose rate-$t/k$ ($t \leq k$) frequency-domain codes by generalizing the rate-1/k codes in [2] and [3]. The proposed scheme consists of linear transmit and receive codes and is useful for reducing the receiver complexity. Based on the observation that an OFDM system employing the rate-$t/k$ code can be viewed as a collection of multi-input multi-output (MIMO) systems, the capacity lower bound of such an OFDM system is derived. Then, the optimal codes maximizing the lower bound are designed numerically. In the simulation, the ICI canceling codes are examined in terms of the capacity lower bound and bit error rate (BER).

The following notations are used throughout this letter: $\text{diag}(A_0, \ldots, A_{k-1})$ represents a block diagonal matrix whose diagonal blocks are $A_0, \ldots, A_{k-1}$. $[A]_{p,q}$ denotes the $(p,q)$th element of matrix $A$. $\otimes$ represents the Kronecker product, and $\circ$ denotes the Hadamard product. $I_k$ stands for a $k\times k$ identity matrix, and $(\cdot)_N$ denotes a modulo-$N$ operation. $tr[\cdot]$ stands for matrix trace.

II. SYSTEM MODEL

Fig. 1 illustrates an OFDM system with the proposed frequency-domain coding. This system employs an $N$-by-$M$ block diagonal matrix, $\Theta = \text{diag}(B, \ldots, B)$, for transmit coding and an $M$-by-$N$ block diagonal matrix, $\Phi^H = \text{diag}(G^H, \ldots, G^H)$, for receive coding, where $B$ and $G$ are $k$-by-$t$ matrices ($k$ and $t$ divide $N$ and $M$, respectively), and $tr[BB^H] \leq k$ is assumed to constrain transmit power. The rate of this transmit/receive coding is $M/N (= t/k)$. The received vector $y$, which is $M$-dimensional, is given by

$$y = \Phi^H \Theta s + \Phi^H w$$

(1)

where $s$ is the $M$-dimensional input vector, $w$ is an $N$-dimensional additive white Gaussian noise (AWGN) vector, and $\Theta$ is the frequency-domain channel matrix defined as $\Theta = Q H Q^H$. Here, $Q$ is the $N$-point discrete Fourier transform (DFT) matrix with $[Q]_{p,q} = (1/\sqrt{N}) e^{-j(2\pi/N)p q}$, $H_k$ is an $N$-by-$N$ time-domain channel matrix given by $[H_k]_{p,q} = h(p \circ q)_k$ if $0 \leq (p-q)_k \leq L-1$, and 0 otherwise. $h(n; I)$ represents the $l$th tap of the time-domain channel impulse response corresponding to the $l$th sample $(0 \leq n \leq N-1)$ of an OFDM symbol. If the channel varies within an OFDM symbol duration, the frequency-domain channel matrix $\Theta$ has off-diagonal terms causing ICI. The $N$-by-$N$ matrix $\Theta$ is partitioned into $k$-by-$k$ blocks, and the $(u,v)$th block is denoted by $\Theta(u,v)$. To rewrite (1) in terms of $\{\Theta(u,v)\}$, vectors $y$, $s$, and $w$ are partitioned as follows: $y = [y^T(0), \ldots, y^T(M/t-1)]^T$, $s = [s^T(0), \ldots, s^T(M/t-1)]^T$, and $w = [w^T(0), \ldots, w^T(N/k-1)]^T$, where $y(u)$ and $s(u)$ are $t$-dimensional vectors, and $w(u)$ is a $k$-dimensional vector.

Then, the $u$th block of $y(u)$ in (1) can be expressed as

$$y(u) = \Phi^H \Theta(u,v) B s(u) + \Phi^H w(u)$$

$$\triangleq G^H \Theta(u,v) B s(u) + v(u)$$

(2)

Suppose that $A$, $B$ are matrices of the same size. If $C = A \circ B$, then $[C]_{p,q} = [A]_{p,q} [B]_{p,q}$.
where $\mathbf{v}(u) = \sum_{m=0}^{N/k-1} \mathbf{G}^H \mathbf{H}(u, v) \mathbf{B}_s(v) + \mathbf{G}^H \mathbf{w}(u)$. Because most of the ICI comes from the nearest subcarriers, the matrices $\{\mathbf{H}(u, v)| u \neq v\}$ in (2) have many small entries with respect to $\{\mathbf{H}(u, u)\}$. When $t = 1$ ($\mathbf{B}$ and $\mathbf{G}$ are $k$-dimensional vectors) and $\mathbf{B} = \mathbf{G}$ whose $p$th element is given by $(-1)^{p(k-1)}$, (2) represents an OFDM system with the rate-$1/k$ code in [2] and [3]. In (2), the first and second terms are viewed as the desired signal and interference, respectively, and the $t$ input symbols in $\mathbf{s}(u)$ are assumed to be jointly detected at the receiver. Then, the system represented by (2) can be thought of as a MIMO system with transmit and receive coding, corrupted by interference. The code matrices $\{\mathbf{B}, \mathbf{G}\}$ are designed so that the capacity lower bound of the MIMO system is maximized. At the receiver, $\mathbf{s}(u)$ in (2) can be detected using the same techniques as for MIMO systems, such as the maximum likelihood (ML) [8] and V-BLAST detectors [9]. Receiver complexity can be controlled by properly selecting the parameter $\tau$, which is a dimension of $\mathbf{s}(u)$. Throughout this letter, the diagonal blocks $\{\mathbf{H}(u, u)\}$ are assumed to be perfectly known at the receiver, while they remain unknown at the transmitter.

III. CAPACITY LOWER BOUND

The capacity lower bound of the system in (2) is derived under the following assumptions.

A.1) The input $\mathbf{s}$ and noise $\mathbf{w}$ are circularly symmetric Gaussian random vectors with the covariances $\mathbf{R}_s = \mathbf{I}_M$ and $\mathbf{R}_w = \sigma_w^2 \mathbf{I}_N$, respectively.

A.2) All multipaths of the channel are mutually uncorrelated, and each time-domain channel tap, $h(\tau, \ell)$, is a wide-sense stationary random process having Rayleigh magnitude and uniform phase. Specifically, it is assumed that

$$E[h(n; \ell)h^*(n'; \ell')] = \sigma_h^2 \delta(n-n') \delta(\ell-\ell')$$

where $\sigma_h^2 = E[h(n; \ell)h^*(n; \ell)]= \sigma_h^2 r(n-\ell) \delta(\ell-\ell')$.

Under these assumptions, the interference $\mathbf{v}(u)$ in (2) is independent of $\mathbf{s}(u)$, and the signal-to-noise ratio (SNR) is given by $1/\sigma_w^2$. The lower bound of the capacity is obtained under the assumption that $\mathbf{v}(u)$ is Gaussian. (In fact, $\mathbf{v}(u)$ is not Gaussian because it is a linear combination of products of Gaussian random processes.) Given the covariance

$$\mathbf{R}_v(u) = \mathbf{E}[\mathbf{v}(u)\mathbf{v}^H(u)]$$

the capacity lower bound of the system represented by (2) is written as [12], [13]

$$C_u = \mathbf{E} \left[ \frac{1}{k} \log_2 \det (\mathbf{I}_k + \mathbf{G}^H \mathbf{H}(u, u) \mathbf{R}_v^{-1}(u)) \right] \times \mathbf{B}^H \mathbf{H}(u, u) \mathbf{GR}_v^{-1}(u)$$

(4)

with expectation over the distribution of $\mathbf{H}(u, u)$. After the calculations outlined in the Appendix, $\mathbf{R}_v(u)$ is given by

$$\mathbf{R}_v(u) = \mathbf{G}^H \mathbf{Q} \left( \left( \frac{N}{k} \mathbf{R}_T - \mathbf{R}_T \right) \otimes (\mathbf{R}_T \circ \mathbf{B} \mathbf{B}^H) \right) \mathbf{Q}^H \mathbf{G} + \sigma_w^2 \mathbf{G}^H \mathbf{G}$$

(5)

where $\mathbf{R}_T$ is a $k$-by-$k$ matrix defined as $[\mathbf{R}_T]_{p,q} = \sum_{\ell=0}^{L-1} \sigma_h^2 e^{j(2\pi N/\nu)\sigma_h^2 \ell} \mathbf{R}_T$ and $\mathbf{R}_T'$ are $N$-by-$N$ matrices given by $[\mathbf{R}_T']_{p,q} = r(p-q)$ and $[\mathbf{R}_T']_{p,q} = \delta(q-p - m(N/k))$, respectively, with an arbitrary integer $m$ (the elements of $\mathbf{R}_T'$ are selected from those of $\mathbf{R}_T$). $\mathbf{Q} = \{\tilde{q}_1, \tilde{q}_2, \ldots, \tilde{q}_{N-1}, \tilde{q}_{N-1}''\}$, and $\tilde{q}_m$ is a $k$-dimensional vector whose $p$th element is given by $(1/\sqrt{N}) e^{-j(2\pi/\nu)\sigma_h^2 m}$.

Note that $\mathbf{R}_v(u)$ is independent of $u$. Therefore, the notation $\mathbf{R}_v$ will be used instead of $\mathbf{R}_v(u)$. Furthermore, in (4), $C_u|0 \leq u \leq N/k - 1$ are identical to each other because of the distributions of $\{\mathbf{H}(u, u)\}$ are identical for all $u$. In what follows, for simplicity, the subscript $u$ is set at zero ($u = 0$), and $C_0$ is considered. If the channel autocorrelation $r(u)$, the channel power profile $\{\sigma_h^2\}$, and the noise power $\sigma_w^2$ (or SNR) are known, then $\mathbf{R}_v$ can be obtained. However, deriving a closed-form expression of $C_0$ by evaluating the expectation in (4) turns out to be a difficult task. This expectation will be approximated using Monte Carlo methods in the simulation. Before concluding this section, it is worthwhile to make the following observation.

Observation 1: When $k \ll N$ and $L \ll N$, the capacity bound $C_0$ for a frequency-selective channel ($L > 1$) with $h(n; \ell)|0 \leq n \leq N - 1, 0 \leq \ell \leq L - 1$ can be approximated by that for a flat-fading channel ($L = 1$) with $h(n; \ell)|0 \leq n \leq N - 1$.

This observation is true because when $k \ll N$, $L \ll N$, $\mathbf{H}(0, \nu)|0 \leq \nu \leq N$ $\approx (1/N) (1) \sum_{n=0}^{N-1} \sum_{\ell=0}^{L-1} e^{-j(2\pi \nu\ell)/N} d_{\nu}(\ell)$, and $\mathbf{R}_F|p,q \approx 1$ for all $p$ and $q$. Since $k \ll N$ and $L \ll N$ in practice, the code matrices will be only designed for flat-fading channels.

IV. CODE DESIGN

The code matrices $\{\mathbf{B}, \mathbf{G}\}$ are designed so that the capacity bound $C_0$ is maximized under a transmission power constraint. The optimization problem can be written as

$$\text{maximize } C_0, \text{ subject to } tr[\mathbf{B} \mathbf{B}^H] = k.$$ 

Since a closed-form expression of $C_0$ is not available, this optimization is performed through numerical simulation. The optimization procedure is summarized as follows.

1) The channel $\mathbf{H}(0, 0)$ is generated based on Jakes’ model [15] while varying the normalized Doppler frequency $f_D T_s$ from 0.01 to 0.51 at intervals of 0.05. Here, $T_s$ denotes the

---

2Efficient channel estimation techniques for OFDM systems over time-varying channels have been proposed in [10], [11].

3The capacity of a non-Gaussian interference channel is lower bounded by the capacity of a Gaussian interference channel with the same interference covariance [13], [14]. Here the capacity of a Gaussian interference channel is achieved when the input signal is Gaussian.
OFDM symbol duration. For each $f_d T_s$, $\mathbf{H}(0,0)$ is independently generated 20 times.

2) The correlation $r(n)$ is assumed to be the average of $J_0(2\pi f_d T_s n) / |N|$ over the $f_d T_s$ that varies from 0.01 to 0.51, where $J_0(x)$ is a zero-order Bessel function of the first kind.

3) Given the set of $\{\mathbf{H}(0,0)\}$ generated in step 1, the expectation in (4) is approximated by the average over $\{\mathbf{H}(0,0)\}$, and a constrained nonlinear optimization is performed.

The parameters for the numerical simulation are as follows: $N = 480$, SNR = 25 dB, and $(k, t) \in \{(2, 1), (2, 2), (3, 2)\}$. Based on Observation 1, only flat-fading channels ($L = 1$) are generated for designing $\{\mathbf{B}, \mathbf{G}\}$. During the optimization, both real- and complex-valued $\mathbf{B}$ and $\mathbf{G}$ are considered. The results indicate that the maximum value of $C_0$ can be achieved by the real-valued $\mathbf{B}$ and $\mathbf{G}$, which are identical to each other ($\mathbf{B} = \mathbf{G}$). The optimal code matrices are shown in Table I.

### Table I

<table>
<thead>
<tr>
<th>$k = 2, t = 1$</th>
<th>$k = 2, t = 2$</th>
<th>$k = 3, t = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5806</td>
<td>0.9924, 0.1193</td>
<td>0.3775, -0.3092</td>
</tr>
<tr>
<td>-1.2895</td>
<td>-0.8183, 0.5756</td>
<td>-1.1724, 0.1653</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5356, 1.0047</td>
</tr>
</tbody>
</table>

V. PERFORMANCE COMPARISON

The ICI canceling codes in Table I are examined in terms of the capacity lower bound and BER. In the simulation, to show their robustness, the optimal codes are applied to an environment different from the one for which the codes were designed. Specifically, $N = 120$ and frequency-selective fading channels consisting of eight taps ($L = 8$) with an equal gain power profile are considered (again, Jakes’ model is used for generating this channel). The OFDM systems with the proposed rate-1/2, 2/2, and 2/3 codes, which are referred to as P1, P2, and P3, respectively, are compared with the system employing the rate-1/2 code in [2] ($\mathbf{B} = \mathbf{G} = \left[1, -1\right]^T$). The latter system is called Z1. In addition, conventional systems without any ICI canceling codes, denoted by C1 ($\mathbf{B} = \mathbf{G} = \mathbf{I}_2$) and C2 ($\mathbf{B} = \mathbf{G} = \mathbf{I}_2$), and those employing simple rate-1/2 and 2/3 codes in [5] are considered. The simple codes are defined by

$\mathbf{B} = \mathbf{G} = \left[0, \sqrt{2}\right]^T$ and $\mathbf{B} = \mathbf{G} = \left[\begin{array}{cc}0 & -\sqrt{3/2} \\ 0 & \sqrt{3/2}\end{array}\right]^T$

and are referred to as S1 and S2, respectively. For a fair comparison in the BER simulation, we use 16QAM for C1, C2, and P2, 64QAM for S2 and P3, and 256QAM for S1, P1, and Z1 (these modulations guarantee identical transmission rates). In the BER simulation, the systems with $t = 1$ (C1, S1, P1, and Z1) employ a conventional receiver consisting of a one-tap frequency-domain equalizer followed by a symbol-by-symbol detector, and those with $t = 2$ (C2, S2, P2, and P3) employ the V-BLAST receiver. For channel coding, we employ the rate-1/2 convolutional code with a constraint length of 7, along with an interleaver and deinterleaver defined in [16], and perform hard-decision decoding by means of the Viterbi algorithm. The encoding block size is equal to the duration of four OFDM symbols (1920 channel coded bits).

Fig. 2 compares the capacity lower bounds for the frequency-selective channels when SNR = 25 dB. As expected, the capacity lower bounds of the system with C2, S2, and P3, which are two-by-two MIMO systems ($t = 2$), are larger than their counterparts with $t = 1$ (C1, S1, and P1). Among the ICI canceling codes, the simple codes S1 and S2 perform the worst. They exhibit lower spectral efficiency than C1 and C2 (no coding) unless $f_d T_s$ is very large. The other ICI canceling codes improve the spectral efficiency for a wider range of $f_d T_s$. For example, P1 and P3 can outperform C1 and C2, respectively, when $f_d T_s > 0.146$, and P2 can perform better than C2 if $f_d T_s > 0.078$. Among the coded systems, with the exception of the simple codes, the capacity of Z1 is less than the others. P2 and P3 exhibit the best performance when $0.078 < f_d T_s < 0.171$ and $f_d T_s > 0.171$, respectively. Therefore, use of either P2 or P3 depending on $f_d T_s$ may be suggested. Comparing P1 and P2, the latter shows higher spectral efficiency unless $f_d T_s > 0.333$. This happened because P2 is a rate-1 code and P1 is a rate-1/2 code that should be more robust to the ICI.

Figs. 3 and 4, respectively, show the coded and uncoded BER for the frequency-selective fading channels when $f_d T_s = 0.2$. Due to the ICI, C1, C2, S1, and S2 exhibit an error floor for most SNR values under consideration. Such a severe error floor does not appear in the other coded systems. P3 almost always outperforms the other systems. P1 and Z1 perform better than C1 when the SNR is larger than 17.75 dB. Comparing P1 and P2, the former shows better BER performance than the latter. This is rather surprising because the capacity of P2 is larger than C1, which is not identical to each other ($\mathbf{B} \neq \mathbf{G}$), can maximize $C_0$.

5We used “fmincon” in the MATLAB optimization toolbox. For each $(k, t)$, optimization was performed 50 times while varying the initial values for “fmincon,” and we chose $\{\mathbf{B}, \mathbf{G}\}$ corresponding to the maximum value of $C_0$.

6Similar optimization has been performed for AWGN channels with a frequency offset. The results, which are not reported here, indicate that real-valued $\mathbf{B}$ and $\mathbf{G}$, which are not identical ($\mathbf{B} \neq \mathbf{G}$), can maximize $C_0$. 

7The assumption that $s(n)$ and $v(n)$ in (2) are independent tends to remain valid after the channel encoding because the neighboring symbols in $s$ are almost uncorrelated due to interleaving, and most of the ICI comes from the nearest subcarriers.
that of P1 when \( f_d T_s = 0.2 \) (see Fig. 2). P2 will likely require some optimized transmit/receive processing to improve its BER performance.

In summary, the capacity analysis suggests the use of either P2 or P3 depending on the degree of channel variation. However, P2 tends to exhibit poor BER performance when the transmit/receive processing is not optimized. Therefore, we suggest the use of P3 for systems over fast varying channels.

Finally, it is pointed out that the proposed codes do not cause a severe increase in the computational complexity. Ignoring the matrix multiplications associated with \( B \) and \( G \) in (2), the complexity of P1 is identical to that of C1, and P3 causes only a minor increase in complexity due to using the two-by-two V-BLAST detector.

VI. CONCLUSION

ICI canceling codes for OFDM systems are designed by maximizing the capacity lower bound. The codes proposed in this letter would be useful for systems over fast varying channels with a high SNR. The simulation results suggest using the proposed rate-2/3 code because it can improve the capacity and BER performance while causing only a minor increase in the implementation complexity.

Further research in this area will include the design of transmit/receive processors for the proposed rate 1 codes, such as P2, and the investigation into the reason why the real-valued \( B \) and \( G \) maximize \( C_0 \).

APPENDIX

Under the assumption in A.1), \( R_t(u) \) can be written as

\[
R_t(u) = C H K_s G + \sigma^2 \tilde{G} H G \tag{A1}
\]

where \( K_s = \sum_{n=0}^{N-1} \sum_{v=1}^{N-1} \mathbb{E}[\mathbf{H}(n, v)B \mathbf{B} H(u, v)] \). From (3) and the equality \( \mathbb{E}[\mathbf{H}(n, v)B \mathbf{B} H(u, v)] = 1/N \cdot \sum_{n=0}^{N-1} \sum_{v=0}^{N-1} h(n - v) \cdot e^{-j(2\pi N)(kx + q - p)} \), \( K_{u[p,q]} \) can be written as

\[
K[u_{p,q}] = \frac{1}{N^2} \sum_{n=0}^{N-1} \sum_{n' = 0}^{N-1} \mathbb{E}[\mathbf{H}(n, n')] \times \left\{ \frac{N}{K} \delta \left(n - n' + m \frac{N}{K}\right) - 1 \right\} \times \sum_{s=0}^{K-1} \sum_{s'=0}^{K-1} e^{j2\pi \delta (n - n')} \sum_{t=0}^{K-1} e^{-j2\pi \delta s} \times \mathbb{E}[\mathbf{B} \mathbf{B}^H L_{s,s'} e^{j2\pi (n-p+n')} \right] \tag{A2}
\]

where \( m \) is an arbitrary integer. Using (A2) in (A1) and converting the resulting equation into a matrix form, we obtain the expression in (5).
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