A Heuristic Method to Construct Transitive Binary Comparisons

ABSTRACT

Many Traditional Algebraic Analyses of preference and choice for a finite set of alternatives have been based on binary choices. They have assumed that the binary preference information given by a decision maker is transitive. However, there is considerable evidence that many relations that might occur as preference relations cannot be represented as transitive relations. To construct transitive binary comparisons from intransitive ones, we suggest the notion of superior set, which helps us to understand the structure of intransitive binary comparisons. We also provide a heuristic method to construct transitive binary comparisons. And some merits of the suggested method over the existing methods are also discussed.

1. 서론

쌍방 비교(Binary Comparison)는 유한 개의 대안들 사이의 의사 결정 문제에 대한 많은 대수적 연구의 기초가 되어 왔다. 그런데, 쌍방 비교를 이용한 많은 연구들은 의사 결정자에게 주어지는 쌍방 비교의 정보가 이행적이라는 것을 명시적으로 혹은 암묵적으로 가정하고 있다. 그러나, 현실적으로는 많은 경우에 의사 결정자가 제공하는 쌍방 비교는 이행적이지 않으며, 다구나 각 대안을 평가하는 기준이 여러개 있는 다기준 의사 결정 문제가(Multiple Attributes Decision Making Problem)에서는 의사 결정자로 부터 이행적 쌍방 비교를 얻는다는 것은 더욱 힘들다. 따라서, 의사 결정자로부터 주어지는 비이행적 쌍방 비교로부터 어떠한 방법으로 가장 적합한 이행적 쌍방 비교를 얻을 수 있는지의 문제가 관심의 대상이 된다.

이 논문에서는 2절에서 주어진 비이행적 쌍방 비교로부터 이행적 쌍방 비교를 얻기 위한 하나의 기준을 제시하고, 이 문제를 수리계획법의 형태로 정식화한다. 그리고, 3절에서는 쌍방 비교의 구조에 대한 이해를 도와주는 새로운 개념을 제시하고, 이 새로운 개념을 이용해 임의의 쌍방 비교가 이행적 쌍방 비교가 되기 위한 필요충분조건을 도출
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2. 가정 및 정식화

집합 \( A = \{a_1, a_2, a_3, \ldots \} \)를 고려의 대상이 되는 대안들의 집합이라 하자. 집합 \( A \)에 대한 왕성 비교의 결과는 집합 \( A \times A \)의 부분 집합이다. "\( a \)는 \( a_i \)보다 약한 의미로서 선호된다."는 표현은 대개 \( a_i a \)로 표시되며, 왕성관계(Binary Relationship) \( a_i a \), \( a \)가 \( a_i \)보다 약한 의미로서 선호된다."는 \( a_i a \), \( a_i a_i \)의 관계는 성립하지 않을을 나타낸다. 만약 \( a_i a \), \( a \)이고 \( a_i a_i \), \( a \)이며 \( a_i a \)로 나타낸다.

이 논문에서는 의사 결정자에 의해 주어지는 왕성 비교는 \( a_i a \)만의 형태로 주어진다고 가정한다. 이 가정은 의사 결정자의 선호 분명 시점(Preference Discrimination Threshold)이 각 쌍의 대안들에 대한 엄밀한 의미의 선호를 나타낼 수 있을 정도로 충분히 작을 것을 요구한다.

\( a_i a \)는 양방향으로 비대칭적(Asymmetric) 왕성 관계를 의미한다. 즉, 집합 \( A \)의 모든 \( a \)에 대해 \( a_i a \), \( a \)이면 \( a_i a \), \( a \)이지 않다. 위의 가정에 따름이, 이 논문에서는 모든 \( a_i a \)에 대해 \( a_i a \), \( a \)이면 \( a_i a \)가 아닌지 않으므로 \( a_i a \)일 것을 가정한다. 이것은 왕성 비교의 완전성(Completeness)에 대한 가정이라 불리기도 한다.

다음은 이행성(Transitivity)에 대한 정의이다.

정의 2.1 왕성 관계 \( P \)가 모든 \( a_i, a_j, a_k \)에 대해 \( a_i a_k \)이고 \( a_k a_j \)이면 \( a_i a_j \)을 의미하면 \( P \)는 이행적(Transitive)이라 불린다. 만약 \( P \)가 이행적이지 않으면 비이행적(Intransitive)이라 불린다.

주어진 완전하고 비대칭적인 왕성 비교를 표현하기 위해서 아래와 같은 선호행렬을 도입한다.
선호행렬 \( X = [x_{ij}] \)는

\[
  x_{ij} = \begin{cases} 
  1, & a_i a_j \text{ 일 때,} \\ 
  0, & a_i a_j \text{ 일 때.}
  \end{cases}
\]

로 정의된다[3].

정의 2.2 주어진 선호 행렬 \( X \)에서 다음과 같은 지표를 정의하자.

\[
  P(a_i) = \sum_{j} x_{ij},
\]

\[
  I(a_i) = \sum_{j} x_{ji}.
\]

\( P(a_i), I(a_i) \)는 의사 결정자의 각 대안에 대한 선호의 정도를 반영한다.

\( B \)을 \( n \)-개의 대안에 대한 왕성 비교 \( P \)의 모든 가능한 결과에 대한 선호 행렬들의 집합이라 하자. 또한, \( T \)를 \( B \) 중 이행적 왕성 비교에 대한 선호 행렬들의 집합이라 하자. 그러면, 의사 결정자에 의해서 주어진 입력의 왕성 비교로부터 이행적 왕성 비교를 얻는 문제는 주어진 선호 행렬 \( X \in B \)로부터 의사 결정자의 선호 구조(Preference Structure)를 가장 잘 표현하는 이행적 선호 행렬 \( T \in T \)을 구하는 문제와 동일하다. 따라서 해답이 되는 \( T \)는 의사 결정자에 의해서 주어진 원래의 왕성 비교를 될 수 있는 대로 그대로 유지하고 있어 한다.

정의 2.3 주어진 선호 행렬 \( X \)에서는 \( a_i, a \)가 \( a \)보다 선호되었으나 \( T \)에서는 \( a \), \( a \)가 \( a_i \)보다 선호되는 하나의 \( a_i, a \)이 있을 때 \( a_i \)의 변환 (Violation)이 일어났다고 한다.

우리의 문제는 변환을 최소화 한다는 관점에서 주어진 비이행적 왕성 비교로부터 이행적 왕성 비교를 구하는 것이다. 이러한 문제는 다음과 같은 수리 계획법의 형태로 정식화할 수 있다.

주어진 \( X \in B \), 에 대해서.
Minimize \( V(X, T) \)
Subject to \( T \in T_n \)  

여기서,

\[
V(X, T) = \frac{1}{2} \sum \sum |x_a - t_a|
\]

Cook과 Seiford[6]는 \( X \in B_n \)와 \( T \in T_n \) 사이의 배반 수의 적도인 \( V(X, T) \)가 Arrow[2]의 사회적 선택 개념과 같은 성격의 공리들은 만족한다는 것을 보였다.


보조 정리 2.1 만약 \( T \in T_n \)이며 \( T \)는 다음 (i)-(iv) 식의 해이며 그 역도 성립한다.

(i) \( t_a = 0 \).
(ii) 모든 \( i \neq j \)에 대해, \( t_a = 0 \).
(iii) 모든 \( i \neq j \)에 대해, \( t_a + t_b = 1 \).
(iv) 모든 \( i, j, k = 1, 2, \ldots, n \)에 대해, \( t_a + t_b + t_c \leq 2 \).

식(2.2)

(증명) \((\rightarrow) (i)\)과 \((ii)\)는 선호 행렬의 정의로 부터 자명하다. \((iii)\)은 비교 비교의 완전성과 비대칭성으로 부터 성립한다. \((iv)\)는 선호 행렬 \( T \)의 이행성과 비대칭성으로 부터 도출되는데, \( i = j \)일 때는 \( t_a = 0 \)이어서 \( t_a + t_b \leq 2 \)이므로 역시 \((iv)\)의 부등식을 만족하게 된다. \( j = h, i = h \) 또는 \( i = j = h \)일 때도 같은 방법으로 \((iv)\)의 부등식을 만족함을 보일 수 있다.

\((\rightarrow) T \)가 \((i)\)에서 \((iv)\)의 식들을 만족한다고 하자. 그러면 \( t_a = 0 \)이다. 비교 관계 \( P \)를 \( i \neq j \)이고 \( t_a = 1 \)이면 \( t_a P \)라고 놓자. 조건 \((i)\)와 \((ii)\)은 \( P \)의 완전성과 비대칭성을 의미한다. \( t_a P \)이므로 \( i \neq j \)이면 \( t_a = 1 \)이므로 \((iv)\)에 의해 \( t_a = 0 \)이고 \((iii)\)에 의해 \( t_a = 1 \이다. 따라서, \( t_a P \)이므로 \( P \)는 이행적이며 \( T \in T_n \)이다.

3. 우위 집합의 개념

이 절에서는 의사 결정자로부터 주어진 양복 비교의 결과의 구조를 이해하고 의사 결정 문제의 해결에 도움이 되는 우위 집합의 개념을 소개한다.

정의 3.1 집합 \( A \)의 부분 집합 \( S \)의 모든 원소 \( a \)가 모든 \( a, i \in I = A - S \)에 대해 \( a P a \)이면 \( S \)를 우위 집합(Superior Set)이라 부른다. 또한 이 때 집합 \( I \)를 열위 집합(Inferior Set)이라 부른다.

보조 정리 3.1 대안들의 집합 \( A \)의 부분 집합으로서 우위 집합 \( S \)가 존재한다면 문제 (2.1)은 우위 집합 \( S \)와 열위 집합 \( I \)의 최소 배반 이행적 선호 행렬을 갖는 구하기 두개의 독립적인 문제로 나뉘어질 수 있다.

(증명) 대안들의 집합 \( A \)에 주어진 양복 비교로 부터 이행적 최소 배반 순위를 갖는 문제는 다음 문제 (3.1)과 같다.

Minimize \( \frac{1}{2} \sum \sum |x_a - t_a| \)
Subject to \( a \in A \)

문제 (3.1)

\( S \)을 우위 집합이라 하면, 문제 (3.1)은 다음 문제 (3.2)와 같다.

Minimize \( \frac{1}{2} \sum \sum |x_a - t_a| \)
Subject to \( a \in S \)

문제 (3.2)
문제 (3.5) 모든 \( a_k, a_i, a_j \in I \)에 대해서, \( t_{a_k} + t_{a_i} + t_{a_j} \leq 2 \).
모든 \( a_i \in I \)에 대해서, \( t_{a_i} = 0 \).
그리고 모든 \( a_k, a_i \in I \)에 대해서, \( t_{a_k} + t_{a_i} = 1 \).
문제 (3.4)와 문제 (3.5)의 최적해는 문제 (3.3)의 최적해이므로, 그것은 역시 문제 (3.1)의 최적해이다. 따라서, 증명이 되었다.

정의 3.2 대안들의 집합 \( A \)에 우위 집합 \( S \)가 존재한다면 집합 \( A \)는 가분적 (Decomposable)이라고 불린다.

대안들의 집합 \( A \)가 가분적이라면 \( A = S \cup J \)이고 \( S \cap J = \emptyset \)인 두 개의 집합 \( S \)와 \( J \)로 분할될 수 있다. 따라서, \( A \)의 대안들 중 가장 선호되는 대안을 구하려 한다면 열위 집합 \( I \) 속하는 대안들은 무시해도 되며, \( I \)의 대안들이 간의 비이행 선호관계도 무시해도 된다.

보조 정리 3.2 집합 \( A = \{a_1, a_2, a_3, \ldots \} \)을 고려의 대상이 되는 대안들의 집합이라 하자. 만약 \( S \)과 \( S' \)이 서로 다른 두 우위 집합이라 하면,

(i) \( S \cap S' \neq \emptyset \)이고, \( S \supset S' \)이거나 아니면 \( S \subset S' \)이다.

(ii) \( S \cap S' \)와 \( S \cup S' \)는 모두 우위 집합이다.

(증명)

(i) 어느 하나도 다른 하나의 부분 집합이 아니라고 가정하자. 그러면 \( S \cap S' \neq \emptyset \)이고 \( S \cap S' \neq \emptyset \)이다. \( a_i \in S \cap S' \)이고 \( a_i \in S \cap S' \)이라 하자. 그러면, \( a_i \in S \)이므로 \( a_i \cap a_i \)이다. 그런데, \( a_i \in S \)이고 \( a_i \in S \)이므로 \( a_i \cap a_i \)인데 이것은 가정에 위배된다. 또한, \( S \supset S' \)이거나 아니면 \( S \subset S' \)이므로 \( S \cap S' \neq \emptyset \)이다.

(ii) (i)에 의해 명백하다. □

보조 정리 3.2에 따라서 만약 가장 좋은 대안을 구하는 것이 목적이라면 모든 우위 집합들 가운데
단지 대안의 수를 가장 적게 갖는 우위 집합만을 고려의 대상으로 하면 된다.

보조 정리 3.3 $S$는 집합 $A$의 우위 집합으로서 $k$ 개의 대안들을 원소로 갖는다고 하면,

$$\sum_{a_i \in S} I(a_i) = \frac{1}{2} k(k-1).$$

(증명) 정의에 의해서 집합 $S$의 각 대안은 집합 $I = A - S$의 모든 각 대안보다 선호된다. 따라서 모든 $a_i \in S$에 대해,

$$I(a_i) = \sum_{a_i \in A} x_a = \sum_{a_i \in S} x_a$$

이므로, 따라서

$$\sum_{a_i \in S} I(a_i) = \sum_{a_i \in A} x_a - \sum_{a_i \in S} x_a = \frac{1}{2} k(k-1).$$

이다. □

다음은 우위 집합을 구하는 방법이다.

방법 3.1

순서 0.

집합 $S = \{a_i \in A \mid P(a_i) = \max_{a_i \in A} P(a_i)\}$를 구한다.

순서 1.

$Q = \emptyset$이거나 $Q = S \cap T = \emptyset$일 때까지 다음과 반복한다.

$Q = \{a_i \in S \mid \text{어떤 } a_i \in S\text{에 대해 } P(a_i) < P(a_i)\}$를 구하고

$S = S \cup Q$라 한다.

순서 2.

범주화. 그러므로 $S$가 우위 집합이다. □

방법 3.1은 최소 원소를 갖는 우위 집합을 찾아낸다[7].

주어진 방법 비교가 이행성을 만족하기 위한 필요충분조건을 우위 집합의 개념으로 나타낼 수 있다.

정리 3.1 집합 $A = \{a_1, a_2, \ldots, a_n\}$의 대안들 간의 사양 비교가 이행적이면 집합 $A$는 $n$개의 우위 집합을 갖는다.

(증명) (→) 집합 $A$의 대안들 사이에 행해진 사양 비교가 이행적이면 집합 $A$의 대안들은 $i < j$이면 $a_i \not\leq a_j$이고 순위 $(a_i, a_j, \ldots, a_n)$을 갖는다. 따라서, 다음과 같은 $n$개의 우위 집합을 얻을 수 있다.

$$S_1 = \{a_i\}$$

$$S_2 = \{a_i, a_j\}$$

$$S_3 = \{a_i, a_j, a_k\}$$

$$\vdots$$

$$S_n = \{a_1, a_2, \ldots, a_n\}$$

$S = S_1 \cup S_2 \cup \cdots \cup S_n$이라 하고, 집합 $A$의 부분 집합으로 $S$에 속하지 않는 우위 집합 $T$가 존재한다고 가정하자. 또한, $S_n \supset S \subset T$의 시계방향에서 $S_n = \max_{i < j} S$을 만족하는 $S$의 원소를 하자. 그러면, $a_i \in T - S_n$이고 $a_i \not\leq a_{i+1}$인 대안 $a_i$가 존재한다. $a_i \in T$이고 $a_i \not\leq a_{i+1}$가 $T$에 있으므로 $a_i, Pa_i, Pa_{i+1}$ 이므로 $a_i \not\leq a_{i+1}$가 있다. 따라서, $a_i$가 위배되는 결과가 얻어졌으므로 $n$개의 우위 집합이 있다.

(←) 집합 $A$의 부분 집합으로 $n$개의 우위 집합 $S_1, S_2, \ldots, S_n$이 있다고 가정하자. 그러면, 보조 정리 3.2에 따라서 $i < j$이면 $S_{i-1} \subset S_i$인 순위 $S_i, S_{i-1}, \ldots, S_1$을 얻는다. $S_i$는 공집합이 아님이므로 $a_i \in S_i$이라 하자. 그러면, 모든 $i < j$에 대해 $S_i \not\leq S_j$이므로 $i > 0$에서 $n$개의 대안 $a_i \in S_i - S_{i-1}$인 대안 $a_i$가 존재한다. 따라서, 모든 $i, j$에 대해 $i < j$이면, $a_i, Pa_i$의 순위 $(a_i, a_j, \ldots, a_n)$을 구할 수 있다. 따라서 주어진 사양 비교는 이행적이다. □

4. 휴리스틱 방법

이 절에서는 문제 (3.1)을 해결할 수 있는 휴리
스틱 방법이 우위 집합의 개념을 이용하여 제시되고, 이 휴리스틱 방법이 여타의 다른 휴리스틱 방법보다 발전적임을 비교 설명한다.

우위 집합 구축 방법
(Superior Set Construction Method)

집합 \( A \)를 \( n \)개의 대안들의 집합이라 하자.

순서 0.
\( k=1, S=\emptyset \)라 하자.

순서 1.
만약 \( k=n \)이면 순서 3으로 가라. 
그렇지 않으면, 집합 \( E=\{a_i \in A \mid P(a_i)=n-k\} \)을 구하고,
집합 \( E \)가 하나의 원소만을 갖거나 공집합이면,
\( S=S \cup E, k=k+1 \)이라 하고 순서 1로 가라.
그렇지 않으면 순서 2로 가라.

순서 2.
\( a_i \in S \)와 \( a_i \in S' \) 사이의 쌍장 비교의 결과를 반대로 바꾸어라.

순서 3.

먼추어라.

정리 4.1 우위 집합 구축 방법은 \( O(n^2) \) 계산 안에 멸문다.

(증명) 순서 1은 행렬의 행의 함을 구하고, 행의 함이 \( n-k (1 \leq k \leq n) \)와 같은 대안들을 찾는 것이므로, \( O(n^2) + O(n^2) = O(n^2) \)의 계산 안에 이루어진다. 우위 집합을 구축하기 위하여는 각각 해야 \( O(n^2) \)의 계산이 필요하다. 그리고 \( n \)개의 우위 집합이 구축되므로 우위 집합 구축 방법은 \( O(n^2) \)의 계산 안에 끝난다.

우위 집합 구축 방법으로 얻어진 쌍장 비교는 이행적이므로 순위(Ranking)를 얻을 수 있다. 이

기가서는 대안이 5개일 때 의사 결정자로 부터 주어 질 수 있는 모든 경우의 쌍장 비교를 가지고, 우위 구축 방법과 최소 배반 순위를 구하는 기존의 방법들을 각각으로 부터 얻어진 순위와 배반의 수를 기준으로 비교해 본다. 표 4.1에서 a, b, c, d, e는 5개의 대안을 나타내고, 각각의 경우에 대해서 선호 행렬과 p-connectivity 방법[8], 반복적 Kendall 방법[1], 우위집합 구축 방법에 의한 순위와 위배 수가 주어져 있으며, 각각의 경우에 대한 최소 배반 순위와 최소 배반 수도 주어져 있다.

[1]에서 논의된 것처럼, p-connectivity 방법은 많은 경우 동점을 처리하지 못하고, 동점 대안들에 대한 처리 방법을 필요로 한다. 표 4.1에서 보듯이 우위 집합 구축 방법은 모든 경우 p-connectivity 방법과 반복적 Kendall 방법보다 우수하다. 5개의 대안이 있는 경우에는 우위 집합 구축 방법은 최소 배반 순위를 구하게 되는 것도 알 수 있다.

5. 결론 및 연구 방향

이 논문의 연구는 쌍장 비교에서 우위 집합의 개념을 가지고 이행적 쌍장 비교의 필요 충분 조건을 도출하고, 최소 배반 순위를 구하는 휴리스틱 방법을 제시하였다. 우위 집합 구축 방법은 이행적 쌍장 비교나 우위 집합의 구조에 대한 좀 더 많은 연구를 통하여 개선될 여지가 있으며, 우위 집합의 개념은 의사 결정자로 부터 주어지는 쌍장 비교의 정보가 완전하지 못하거나 대칭성을 만족하지 못할 때에도 이행적 쌍장 비교를 구축하는 문제에 있어서 해결의 실마리를 제공할 수도 있을 것이다. 마지막으로, 정리 3.1에 의해서 최적의 우위 집합 구축 방법이 최소 배반 순위를 제공할 수 있으므로 우위 집합의 개념을 이용한 적확한 최적 순위(Exact Optimal Ranking)를 얻는 방법에 대한 연구도 필요할 것이다.
### Table 4.1

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>b</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>c</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>d</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>e</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>b</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>c</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>d</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>e</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>b</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>c</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>d</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>e</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

**p-conn**

- a b c d e
- a c b d e
- a b c e d
- a b c d e

**IK**

- a b c d e
- a b c d e
- a b c d e
- a b c d e

**SSCM**

- a b c d e
- a b c d e
- a b c d e
- a b c d e

**MV**

- a b c d e
- a b c d e
- a b c d e
- a b c d e

**Unbreakable ties**

- a b c d e
- a b c d e
- a b c d e
- a b c d e

**Ranking violations**

- a b c d e
- a b c d e
- a b c d e
- a b c d e

**p-conn [P-connectivity 방법]**

**IK [반복적 Kendall 방법]**

**SSCM [우위 집합 구축 방법]**

**MV [최소 배반 순위]**

**Ranking [순위]**

**Violations [배반 수]**

---
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