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Abstract—The Particle Swarm Optimization (PSO) algorithm is a robust stochastic evolutionary computation technique based on the movement and intelligence of swarms. This paper proposes a novel PSO algorithm, based on the potential field and the movement dynamics model. It is assumed that particles form potential fields and each particle has its own mass. The potential field and mass are modeled by the particles’ fitness value. By using these fitness based models, the proposed algorithm performs well, in particular, in avoiding the local minima compare to the original PSO. The proposed PD-PSO successfully solves minimization problems of complex test functions.

I. INTRODUCTION

THE Particle Swarm Optimization (PSO) algorithm, first proposed by J. Kennedy and R. Eberhart in 1995, is an optimization paradigm which simulates the ability of human society to process knowledge [1]. The algorithm is first designed to solve the neural network weight optimization problem, but it also works well with other optimization issues. The algorithm is used in many fields such as electromagnetic optimization problem [2], human tremor analysis [3], and so on. Like other stochastic optimization techniques such as evolutionary programming (EP), evolution strategies (ES), genetic algorithm (GA), the PSO algorithm is a stochastic search algorithm with no gradient information of objective function and its behavior can be easily controlled. Furthermore, the PSO algorithm and its variants are applicable to solve the multi-objective optimization problems [4] and constrained optimization problems [5] like Two-phase EP [6], Elovian [7], etc.

The fundamental principle behind the PSO algorithm is the evolutionary mechanism which leads to information sharing among individuals, named particles, through generation. Each particle is randomly deployed in an n-dimensional search space. The particles update their position in the search space according to a simple stochastic rule known as the velocity rule. In the original PSO algorithm, each particle looks for the global best particle in each generation and its personal best position throughout the generation. As a result, particles converge to the global best position like a bird flock or a fish flock as if they have swarm intelligence.

A number of variant algorithms of PSO have been suggested by updating the velocity rule. Hu and Eberhart presented a method to re-evaluate the global-best and the second-best before every iteration [8]. Carlisle and Dozier also introduced a similar algorithm by monitoring randomly “sentry” particle which was randomly chosen at each iteration [9]. Hu et al. updated the velocity rule according to the diversity of population [10]. Blackwell and Bentley modified the velocity rule by adding additional term based on the electrical force between two charged particles [11].

In this paper, phenomena in nature system are considered to update the velocity rule. Nature system tends to optimize itself into equilibrium state in which the environment has the minimum potential energy. Considering electric potential, i.e., voltage, charged particles move to the direction that minimizes the voltage difference between the particles. Also the movement of particles follows the Newton’s motion dynamics law. It means that the mass and accelerated of particles should be considered to calculate the physical movement. By introducing these two natural phenomena to the concept of the original PSO algorithm, a novel algorithm, called potential and dynamics-based particle swarm optimization (PD-PSO) can be proposed. Proposed algorithm is based on potential field model and the motion dynamics of particle with mass. Thus, the driving force for the particles is formed by the potential field and the movement of particles follows motion dynamics rules. The effectiveness of the proposed algorithm is demonstrated by carrying out experiments for well known test functions. In particular, it is robust for the multi-modal functions which have many local minima.

The remainder of this paper is organized as follows. Section II describes problem formulation and terminology. In Section III, the novel PSO algorithm based on potential model and motion dynamics is proposed. Section IV presents experiment results on test functions such as De Jong functions and Griewangk function.

II. PROBLEM FORMULATION AND TERMINOLOGY

A. Generic optimization problem

The generic optimization problem is defined as follows: find the solution \( \mathbf{x}^\ast \) which gains the global minimum value \( f(\mathbf{x}^\ast) \) of a given real-valued function \( f : \mathbf{D} \subseteq \mathbb{R}^n \rightarrow \mathbb{R} \), such that

\[
f^\ast = f(\mathbf{x}^\ast) \leq f(\mathbf{x}), \quad \forall \mathbf{x} \in \mathbf{D}
\]

where \( \mathbf{D} \) is the allowable (bounded) \( n \)-dimensional search space.

B. Terminology

- A particle is a candidate solution defined in \( n \)-dimensional space and assumed to have its own mass. A particle \( p_i \)'s location represents an input vector \( \mathbf{x}_i \), for objective function \( f \).
- A population is the set of all the particles. The size of population is \( N \).
• For a given minimization problem, a particle \( p_i \) is better than the other particle \( p_j \) if
\[
f(x_i) < f(x_j).
\]

• A particle \( p_i \) is called the best particle if \( p_i \) is better than the another particle \( p_j \) for all \( j = 1, 2, ..., N \) and \( j \neq i \).

• The fitness \( F_i \) of a particle \( p_i \) is defined between 0 and 1 as follows:
\[
F_i = \frac{NM(f(x_i))}{NM(f(x))}
\]
where \( NM \) is a normalization and mapping function by which the minimum value of \( f(\cdot) \) is mapped into 1 as a best particle's fitness, while the maximum value of \( f(\cdot) \) is mapped into 0 as a worst particle's fitness.

### III. PROPOSED ALGORITHM

#### A. Definition of mass of a particle

The definition of mass of a particle should satisfy the following conditions:

- A particle's mass is bounded by \([M_0, M_B]\), where \( M_0 \) is the minimum mass and \( M_B \) is the maximum mass. Without upper-bound restriction, a very heavy particle may appear and it would not move at all even if it is not located at the global optimal point. Lower-bound restriction prevents the appearance of zero weight particle.
- The better particle is heavier than the worse one, which makes the particle with lower fitness value move faster than those with higher fitness value. This affects the exploration feature and convergence speed.

Any mass function which satisfies above conditions is acceptable to represent the mass of a particle in \([M_0, M_B]\). In this paper, the mass of a particle \( p_i \) is defined as follows:

\[
m_i = M_0 + (M_B - M_0)e^{-C(F_{best} - F_i)}
\]
where \( F_i \) is from \( x_i \), the location vector of \( p_i \), \( F_{best} \) from \( x_{best} \), the location vector of the best particle of current generation and \( C \) is a positive nonzero constant.

To satisfy the second condition, the mass of a particle should depend on its fitness such that if a particle is better than the other particle it should be heavier than the worse one. For this purpose, the exponential function in (2) is employed.

Also the exponential function has a property to make the slope steeper as \( F_i \) approaches \( F_{best} \). This leads to amplify the mass difference between particles, \( x_{best} \) and \( x_i \) when \( p_i \) moves close to the best one, \( p_{best} \). The difference of objective values of the particles may be small, but the difference of their masses would be much bigger, compared to other linear mass function. For example, in Figure 1, assume that \( F_{AB} = F_B - F_A \) is equal to \( F_{CD} = F_D - F_C \), where \( F_i \) are the fitness of each particle. As the figure shows, however, mass difference between particle A and B is much bigger than that between the other pair.

#### B. The definition of potential field and the force applied to a particle

In differential based searching algorithm, the potential field is defined by the objective function and the test vector is updated by gradient of the potential field. This approach has two problems. One is that the objective function is not continuous or not differentiable. In this case, the gradient operator is not usable. Second, gradient operator only looks near the test vector and it leads the test vector to the local optimum point.

To avoid these two problems, PD-PSO algorithm proposes a novel definition of a potential field determined by the particles. The particle with higher fitness value is placed near the minimum point. The minimum point of low potential which attracts the other particles in higher potential. When a particle is trapped in the local minimum point, if a fitter particle appears, it takes a position in lower potential and pulls out the trapped particle. This property minimizes the risk of converging into a local minimum.

The potential function for the optimization problem should satisfy following conditions:

- The potential function \( P \) should be a real-valued function, \( P : \mathbb{R}^n \rightarrow \mathbb{R} \).
- The better particle should form lower potential than the worse.
- The difference of potential between two particles should depend on the distance of the two in the decision space.

Any function which satisfies the conditions, can be used as a potential function. In this paper, for a particle \( p_i \), the potential difference \( P_{ij} \) caused by the particle \( p_j \) with \( \Delta F_{ij} = F_j - F_i \) is modeled as follows:

\[
P_{ij} = -P_h \Delta F_{ij} ||\mathbf{r}_{ij}|| + P_{Base}
\]
where \( P_h \) is a positive constant, \( P_{Base} \) is an offset term for potential value for each particle, \( \mathbf{r}_{ij} \) is a distance vector from \( p_i \) to \( p_j \) and the minus sign is used to make the better particle attain lower potential. If the particle \( p_j \) is better than \( p_i \), the
difference of fitness between two particles \( p_i \) and \( p_j \), \( \Delta F_{ij} \) would be positive and the potential would decrease when \( p_i \) approaches \( p_j \).

At the test particle \( p_i \), the total potential \( P_t \) can be written as follows:

\[
P_t = \sum_{j=1}^{N} P_{ij} = -P_0 \sum_{j=1}^{N} (\Delta F_{ij}|\mathbf{r}_{ij}|) + N \cdot P_{Base}. \tag{4}
\]

The force caused by the potential field is defined by the negative of gradient of the potential. Therefore, the force applied to a particle is defined as follows:

\[
\mathbf{F}_i = -\nabla P_t = P_0 \sum_{j=1}^{N} \Delta F_{ij} \hat{\mathbf{r}}_{ij}. \tag{5}
\]

where \( \hat{\mathbf{r}}_{ij} \) is a unit vector from \( p_i \) to \( p_j \).

The force \( \mathbf{F}_{ij} \) applied to \( p_i \) which is caused by \( p_j \) can be written as

\[
\mathbf{F}_{ij} = P_0 \Delta F_{ij} \hat{\mathbf{r}}_{ij}. \tag{6}
\]

When \( \Delta F_{ij} \) is positive, the force can be expressed as an attraction force. In other case, i.e., when \( \Delta F_{ij} < 0 \), the force is a repulsive force.

Assuming that a target particle is affected by all of the other particles, the repulsive forces formed by the worse particles help avoid the local optimum point, but it may cause negative effect from the viewpoint of the convergence speed. If a target particle is affected only by the better particles, it improves the convergence speed but its exploration feature may be deteriorated.

C. Update mechanism

Update mechanism for a particle’s location follows Newton’s dynamics model. For each time generation, a particle’s position is calculated based on its current location and velocity. The particle’s velocity is determined by its current velocity and the forces applied to the particle.

Basically, Newton’s second law of dynamics is described as follow:

\[
\mathbf{F} = ma \rightarrow \mathbf{a} = \mathbf{F}/m \tag{7}
\]

where \( \mathbf{a} \) is the acceleration of mass \( m \) for applied force \( \mathbf{F} \).

Assuming that the particles’ location is sampled at every \( \Delta t \) seconds, the movement of particles is modeled using (2), (5) and (7) as follows:

\[
a_i(t) = rand \left( \frac{\mathbf{F}_i}{m_i} \right) - b \mathbf{v}_i(t). \tag{8}
\]

\[
\mathbf{v}_i(t + \Delta t) = \mathbf{v}_i(t) + a_i(t)\Delta t. \tag{9}
\]

\[
\mathbf{x}_i(t + \Delta t) = \mathbf{x}_i(t) + \mathbf{v}_i(t)\Delta t. \tag{10}
\]

Comparing (8) with (7), there exist two additional terms: \( rand \) and \(-bv_i(t)\). The first term, \( rand \in [0,1] \) is added to make the procedure stochastic. Without this term, only the initial population determines the final solution. This means that the final solution is decided at the initialization process and the exploration feature of entire algorithm is weakened.

The second term, \(-bv(t)\) term is the viscosity friction and \( b \) is a positive constant smaller than 1. When a particle is accelerated, its potential energy is converted into kinetic energy. Thus, as the particle approaches the global optimum point, where the particle has the minimum potential energy and maximum kinetic energy, it would have higher kinetic energy. This means that it moves very fast near the optimum point. This phenomenon may result in poor exploitation feature. Hence, the particle’s kinetic energy should be drained to avoid this happening by the viscosity friction term which is in proportion to the particle’s velocity.

Considering \( \Delta t \) as unit time for simplicity, above equations can be written as following update rules for PD-PSO:

\[
\mathbf{v}_i \leftarrow (1 - b)\mathbf{v}_i + rand \left( \frac{\mathbf{F}_i}{m_i} \right). \tag{11}
\]

\[
\mathbf{x}_i \leftarrow \mathbf{x}_i + \mathbf{v}_i. \tag{12}
\]

D. Difference between the original PSO algorithm and the proposed algorithm

The original PSO algorithm’s update formula is written as follows:

\[
\mathbf{v}_i \leftarrow w \mathbf{v}_i + C_1 rand \left( \mathbf{x}_{i, best} - \mathbf{x}_i \right) + C_2 rand \left( \mathbf{x}_{best} - \mathbf{x}_i \right). \tag{13}
\]

\[
\mathbf{x}_i \leftarrow \mathbf{x}_i + \mathbf{v}_i. \tag{14}
\]

where \( \mathbf{x}_{best} \) is the location of the global best or local best particle and \( \mathbf{x}_{i, best} \) is the location of personal best of each particle.

Comparing original PSO and PD-PSO, two update equations, (12) and (14) are the same. However, velocity update equations, (11) and (13) are different from each other. The velocity update in (13) is done by considering the relative position information of related particles in the decision space. On the other hand, in PD-PSO it is carried out based on its acceleration which depends on its fitness (\( F_i \)) and the force (\( \mathbf{F}_i \)) from other particles.
When a particle is trapped in the local minimum point, proposed PD-PSO provides it with more chance to escape from the trap. In original PSO, a particle is affected by itself and the other one, $p_{best}$. If $p_{best}$ is located at the local optimum point, it is liable to converge to the local minimum point as well. There is no chance to avoid such a local optimum point, it is very difficult to find the true optimal point.

E. Generic pseudo-code

Table I is the generic pseudo code for the proposed algorithm. The time step $\Delta t$ in (9) and (10) is considered as 1. Note that there are two for loops (loop $\#1$, $\#2$) in the main loop. If they are merged into one for loop, the particles calculated late are affected by the wrong position by the early-updated particles. To avoid this phenomenon, the velocity vector of each particle is updated in the first for loop and the particles’ location is updated in the second for loop.

IV. EXPERIMENTAL RESULTS

A. Test functions and results

The test functions were the De Jong test functions [12], [13] and Griewangk function [12], [14]. For each test function, the domain space was considered as a two-dimensional space. It means that $n=2$ for all the test functions.

For each test problem, the original PSO algorithm and the proposed algorithm were applied 10 times each. The comparison metrics were best, worst, mean, median, standard deviation of objective function value and standard deviation of solution vector $x$. Each algorithm was executed with 100 particles for 200 generations.

- First De Jong function (sphere)

$$f_1(x) = \sum_{j=1}^{n} x_j^2$$

where $x_j \in [-5.12, 5.12]$.

The minimum is $f_1(0, 0) = 0$. It is considered to be a very simple task for every serious minimization method.

- Second De Jong function (Rosenbrock’s saddle)

$$f_2(x) = 100 \cdot (x_2^2 - x_1)^2 + (1 - x_1)^2$$

where $x_i \in [-2.048, 2.048]$.

The minimum is $f_2(1, 1) = 0$.

- Third De Jong Function (step)

$$f_3(x) = 6 \cdot n + \sum_{j=1}^{n} |x_j|$$

where $x_j \in [-5.12, 5.12]$.

The minimum is $f_3(-5 - \epsilon, -5 - \epsilon) = 0$ where $\epsilon \in [0, 0.12]$. This function foists a lot of plateaus and is not differentiable.

- Fifth De Jong Function (Shekel’s Foxholes)

$$f_5(x) = \frac{1}{0.002 + \sum_{i=1}^{3} \frac{1}{x_i + \sum_{j=1}^{4} (x_j - a_{ij})^2}}$$

with $a_{ij} = [-32, -16, 0, 16, 32]$ for $i = 0, 1, 2, 3, 4$ and $a_{i0} = a_{imod5,0}$ as well as $a_{i1} = [-32, -16, 0, 16, 32]$ for $i = 0, 5, 10, 15, 20$ and $a_{i1} = a_{i+k,1}$, $k=1, 2, 3, 4$.

The global minimum for this function is $f_5(-32, -32) = 0.9980$.

- Griewangk function

$$f_5(x) = \sum_{j=1}^{n} \frac{x_j^2}{4000} - \prod_{j=1}^{n} \cos \frac{x_j}{\sqrt{j}} + 1$$

where $x_j \in [-100, 100]$.

The minimum $f_5(0, 0) = 0$. This function has a lot of local minima so that it is very difficult to find the true optimal point.

The simulation results are shown in Table II. For the original PSO algorithm, three parameters in (13) are selected as follows:

$$\omega = 0.7, \ E(C_0rand) = 0.65, \ E(C_1rand) = 0.65.$$  

For the proposed PD-PSO algorithm, parameters in (2), (3) and (11) are selected as follows:

$M_0 = 0.1, \ M_B = 1.0, \ C = 2.0, \ P_0 = 0.1, \ b = 0.3$.

The maximum velocity of particles is limited to the 25% of the decision space size and the particles were bounded in the decision space.

The two standard deviations of solution vector for the De Jong step function $f_3$ is not defined. The function has the minimum plateau, not the minimum point. So the standard deviation of solution vector can not be defined.
Table II

<table>
<thead>
<tr>
<th>Test Function</th>
<th>Original PSO</th>
<th>Proposed PD-PSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st De Jong</td>
<td>f_1</td>
<td>f_2</td>
</tr>
<tr>
<td>Original</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>2nd De Jong</td>
<td>f_2</td>
<td>f_2</td>
</tr>
<tr>
<td>Original</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>3rd De Jong</td>
<td>f_3</td>
<td>f_3</td>
</tr>
<tr>
<td>Original</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>5th De Jong</td>
<td>f_5</td>
<td>f_5</td>
</tr>
<tr>
<td>Original</td>
<td>0.9980</td>
<td>0.9980</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.9980</td>
<td>0.9980</td>
</tr>
<tr>
<td>Griewangk</td>
<td>f_5</td>
<td>f_5</td>
</tr>
<tr>
<td>Original</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

Table III

Simulation result for the Shekel’s Foxholes function

<table>
<thead>
<tr>
<th>Test Function</th>
<th>Original PSO</th>
<th>Proposed PD-PSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>f_1</td>
<td>f_2</td>
<td>f_2</td>
</tr>
<tr>
<td>-32.0800</td>
<td>-31.9007</td>
<td>0.9980</td>
</tr>
<tr>
<td>-0.0132</td>
<td>-31.9651</td>
<td>2.2821</td>
</tr>
<tr>
<td>-15.9864</td>
<td>-31.9703</td>
<td>1.9920</td>
</tr>
<tr>
<td>-31.9783</td>
<td>-31.9703</td>
<td>0.9980</td>
</tr>
<tr>
<td>-31.9864</td>
<td>-31.9703</td>
<td>1.9920</td>
</tr>
<tr>
<td>-0.0132</td>
<td>-31.9651</td>
<td>2.9821</td>
</tr>
</tbody>
</table>

Table IV

Simulation result for the Griewangk function

<table>
<thead>
<tr>
<th>Test Function</th>
<th>Original PSO</th>
<th>Proposed PD-PSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>f_1</td>
<td>f_2</td>
<td>f_2</td>
</tr>
<tr>
<td>3.1400</td>
<td>-4.4384</td>
<td>0.0074</td>
</tr>
<tr>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>-3.1400</td>
<td>-4.4384</td>
<td>0.0074</td>
</tr>
<tr>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>-3.1400</td>
<td>-4.4384</td>
<td>0.0074</td>
</tr>
<tr>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>-3.1400</td>
<td>-4.4384</td>
<td>0.0074</td>
</tr>
<tr>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

B. Result analysis

The first two test functions, De Jong Sphere function and Rosenbrock’s saddle, have only one minimum point. Both of the algorithms showed good results (Table II). For the Rosenbrock’s saddle problem, the original PSO showed just a little bit better result in terms of convergence.

The third test function, De Jong Step function, both of the algorithms found the minimum plateau, as Table II shows. All of the results from 20 test cases are placed in the lowest plateau, where the objective function value is minimized.

There were some noticeable results for the forth and the fifth test functions, as shown in Table III and Table IV, respectively. The Griewangk function and the Shekel’s Foxholes function have a lot of local minima and the true minimum is surrounded by the false optimum points. The Shekel’s Foxholes function has local minima at (-16, -32), (-32, -16), (-16, -16) and so on. The proposed PD-PSO algorithm always found the true minimum point. The solutions produced by the proposed algorithm were located near the global minimum point at (-32, -32). The proposed algorithm successfully avoided the local minimum points, while the original PSO algorithm trapped in the local optimal points in some cases. For the Griewangk function, same phenomenon happened. The proposed algorithm converged to the global optimum placed at (0, 0) during the ten test executions. The local optimum points of the test function are located at (±3.1400, ±4.4484) and so on. The original algorithm trapped in the local minima in some test executions, while the proposed one was not. Experimental results showed that proposed PD-PSO was robust against the local minima, compared to the original PSO. This comes from the exploration capability of the PD-PSO.

V. Conclusion

This paper proposed a novel PSO-based algorithm, PD-PSO by introducing potential field and motion dynamics to the concept of original PSO. To derive the motion dynamics, the mass of a particle was calculated from its fitness and the force to the particle is obtained from the potential field formed by other particles based on their fitness value.

To demonstrate the performance of the PD-PSO, five test functions were employed. From the experimental results, it was shown that the proposed PD-PSO algorithm could be used as a global optimizer over both differentiable and indifferentiable search space. Also by the test functions with many local optimal points, it was confirmed that the proposed algorithm had better exploration feature.

As a further work, the fortified exploration feature weakens the exploitation capability and this should be studied more.
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